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Abstract
Theories of mental context and memory posit thacessful mental context reinstatement enables
better retrieval of memories from the same contakthe expense of memories from other contexts.
To test this hypothesis, we had participants stistly of words, interleaved with task-irrelevantaiges
from one category (e.g., scenes). Following enapdoarticipants were cued to mentally reinstate the
context associated with a particular list, by thmgkabout the images that had appeared between the
words. We measured context reinstatement by applyialtivariate pattern classifiers to fMRI, and
related this to performance on a free recall teat followed immediately afterwards. To increase
sensitivity, we used a closed-loop neurofeedbaokgmture, whereby higher classifier evidence for the
cued category elicited increased visibility of itheages from the studied context onscreen. Our goal
was to create a positive feedback loop that aneplifsmall fluctuations in mental context
reinstatement, making it easier to experimentadliiedt a relationship between context reinstatement
and recall. As predicted, we found that greater s of classifier evidence were associated with
better recall of words from the reinstated contartg worse recall of words from a different context
In a second experiment, we assessed the role gbfeedback in identifying this brain-behavior
relationship by presenting context images againraadipulating whether their visibility depended on
classifier evidence. When neurofeedback was remavedrelationship between classifier evidence
and memory retrieval disappeared. Together, thesBnfis demonstrate a clear effect of context
reinstatement on memory recall and suggest thabfemdback can be a useful tool for characterizing

brain-behavior relationships.

Highlights
- Closed-loop neurofeedback with real-time fMRIerxializes context reinstatement
- With neurofeedback, multivariate pattern classi@vidence relates to memory recall

- Simulations describe a how closed-loop neurofaekllamplifies the brain-behavior relationship
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Introduction

A key aspect of modern theories of context and nmgr(eag., Polyn et al., 2009) is the ability
to deliberately enact mental time travel: reinsigitontextual features associated with a prior ewven
order to gain access to memories from that evenB(Bw et al., 2017; Manning et al., 2014). These
theories predict that, following successful memi@ahtext reinstatement, memory performance should
be improved for items encoded in the reinstatedecamelative to items from other contexts.

In this study, we set out to obtain neural evidetheg deliberate context reinstatement predicts
subsequent memory: We instructed participants totaflg time travel to a particular event and
measured (based on brain activity) how well they ttis, with the goal of showing that successful
mental context reinstatement predicts successéalllref items from that context. Other related work
has examined category-specific activation durirfigea recall task and found neural evidence for the
to-be-recalled category prior to item recall (Pogtal., 2005). However, this work confounded item
and context activation, making it unclear whether evidence for a category (e.g., face) reflected
retrieval of a specific face item or a general fagptext.

To measure context recall separately from iteraltewe used a method previously developed
in our lab (Gershman et al., 2013), in which pietuiof faces and scenes were used to establish
contexts; both of these categories are known taigthp activate regions of visual cortex in fMRI
(O’Craven et al., 1999). Specifically, we presertek-irrelevant pictures from one of these catiegor
(either faces or scenes) interposed between tedra¢d word stimuli, thereby using these images to
create a “context” for these words. Having esthlelis this item-context link, we were able to use
neural activation of the “context” category to kaghether participants were mentally reinstating th
context. We have previously used this approachredipt memory misattribution errors (Gershman et
al., 2013) and to explore intentional forgettingafhing et al., 2016).

Despite the utility of this approach, context statement is a subtle and dynamic internal

mental process that is difficult to measure prédgiseo amplify sensitivity to small neural fluctuahs
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indicative of context reinstatement, we used a fMBUrofeedback design (deBettencourt et al., 2015;
Stoeckel et al., 2014; Sulzer et al., 2013). Dutinge periods when participants were instructed to
think back to a particular context (e.g., the §tdied with interspersed scenes), we monitoraéah
time for neural activity relating to the contextge scenes), while at the same time showing arstre
of images from the target context (scenes that \aeteally presented during learning of the target
word list) superimposed on images from the nondtgpntext (faces that were presented with the
other word list). When we detected brain activigfating to the target context, we increased the
relative visibility of images from the target coxte Participants were aware that the scene/face
mixture proportion indicated their success at thietext reinstatement task.

Our goal was to create a positive feedback looprevhecreased internal mental context
reinstatement led to increased visibility of pietwues from the target context that triggered ewere
context reinstatement, thereby amplifying mentailtert reinstatement and (through this) boosting our
ability to relate these neural fluctuations to meynmerformance. In our prior work (deBettencourt et
al., 2015) we used a similar kind of neurofeedbiclexternalize participants’ top-down attentional
state (i.e., whether they were attending to facescenes). Specifically, we instructed participaots
attend to faces or scenes while they viewed supesed faces and scenes; when their attention to the
target category lapsed (as indexed by reduced @matspecific evidence) we made that category less
visible. The goal in that study was cognitive tmag) i.e., improving participants’ ability to deteand
hence prevent attentional lapses. In the presenlysthe goal of neurofeedback was to amplify
fluctuations in context reinstatement, not for fhepose of training participants, but rather to rave
our ability as experimenters to detect these flaibms and relate them to behavior.

We developed a task composed of three phases: iagcambntext reinstatement, and recall
(Figure 1). First, participants studied two lists of sixtegards; the first list (List A) was encoded in
one of the category contexts (e.g., with scenesledved between the words) and the second list (Li

B) was encoded in the other category context (edh, faces interleaved between the words). After
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encoding (and a brief period of math distractige@sticipants were cued by the list name (e.g., Bjst

to reactivate the context associated with either finst or second list. Then, participants were
presented with composite face/scene images, iaghlto equal proportions (0.5/0.5) of each catggor
During context reinstatement, participants werdrutsed to think about the target category (e.qg.
faces), and were given real-time neurofeedbackgutiie method described above. After context
reinstatement, participants were presented witlihendist name (usually the list that had been cued
e.g., List B), which served as a memory probe. Timsitructions were to freely recall as many words
as possible from the probed list in any order. iBlgents’ vocal responses were recorded in the

scanner during the recall phase.

Encoding Context reinstatement Recall

Cue Context Memory probe
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Figure 1 Study procedure. An example run of the task in Expent 1. Each run was composed of encoding,
context reinstatement, and recall phases. Duriagetitoding phase, participants studied two listseguentially
presented words, Lists A & B. Each of the lists wathedded in a different context by interleaving wWords with
images of a single category (scenes or faces)nButie context reinstatement phase, participants wevided
with a list name (e.g., List B) as a cue for whiadntext (either scenes or faces) to reinstateidjzhts were
presented with composite face/scene images, imdlat 50% face and 50% scene. This mixture ptapowas
adjusted during the context reinstatement periocefiect the real-time decoding evidence for thedcgontext.
The top row shows representative composite imafes.middle row shows the corresponding proportibthe
cued category of the composite image. The bottomstwows the real-time classifier evidence for theccminus
the uncued category for each TR during the conteixistatement period. Greater evidence for the coedext
resulted in more of that category in the compositage (and less evidence resulted in less of thtggory).
During the recall phase, participants were presemtg¢gh a list name as a memory probe. Then, theyewe
instructed to freely recall as many words as pdsgiom the probed list. In validly cued runs (6&funs, 75%),
the memory probe was the same as the context wulevadlidly cued runs (2 of 8 runs, 25%), the meynprobe
was different from the context cue

Critically, in Experiment 1, we manipulated whetliege context that participants were asked to
reinstate matched the list they were subsequeskigdto recall (e.g., reinstate the List B contthén

recall List B; thevalidly cued condition) or whether the reinstated context misimad the list they
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were asked to recall (e.g., reinstate the List Btext, then recall List A; thewalidly cued condition).
This manipulation was inspired by many studies istial attention (e.g., Posner, 1980), which find
that valid spatial cues improve performance an@lidvcues impair performance. These findings are
often explained in terms of spatial attention befogused on the cued location, which improves
subsequent processing when the target appearatdotiation and impairs processing when the target
appears elsewhere and attention needs to be rmutieWwe expected an analogous effect in the
memory domain with our context reinstatement mdaipan, whereby the cue orients reinstatement
towards the targeted list, improving recall fromatthst and impairing recall from other lists (Polgt

al., 2009). In order to ensure the effectivenesthefcueing procedure, cues were valid 75% of the
time (6 of 8 runs). Invalidly cued runs (25%) ocedr when the cue (e.g., List B) did not match the
probe (e.g., List A). Our key prediction was thhe trelationship between target-category neural
activity and recall behavior would lpesitive in the valid condition (i.e., greater reinstatemehthe
target context should help participants rememlsenst from the target list) amegative in the invalid
condition (i.e., greater reinstatement of the unded context should be detrimental because
participants were instructed to “mentally time #®Hvto the wrong context). We followed this
experiment with computational simulations usingnaptde model of contextual reinstatement, to refine
our intuitions about how closed-loop neurofeedbackild support memory recall. Finally, in
Experiment 2, we investigated if the link betweeaumal decoding and behavior disappeared without

feedback.

Experiment 1: Materials and Methods
Participants
Twenty-four adults participated in Experiment 1 fobnetary compensation (14 female, 22 right-
handed, mean age = 20.9 years). Power analysed ©oube performed because of the use of a new

paradigm and unknown behavioral and neural efigessThe sample size was chosen before the start
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of the experiment to match previous studies usirgin@lar paradigm (Manning et al., 2016). Six
additional fMRI participants were excluded from Exrment 1: two because of technical problems
with real-time data or audio acquisition, one fatlihg asleep during several runs, and three for
excessive motion, defined both within§ mm) as well as across run§ mm), due to the lack of real-
time motion correction across runs during the fMRB$sion. All participants had normal or corrected-
to-normal visual acuity and provided informed carise a protocol approved by the Princeton

University Institutional Review Board.

Stimuli

Word lists. Prior to the experiment, we created 16 lists ofdspwith each list containing 16 words.

Words and lists were derived from those used imexipus experiment (Manning et al., 2016). In
Experiment 1, participants were presented with i$® lin total. Each of these lists was randomly
paired with a context of faces or scenes. The ooflehe words within lists and the order of lists

during the experiment were randomized for eachqipaint.

Images. Images consisted of grayscale photographs of nmaldeanale faces (Phillips et al., 1998) and

indoor and outdoor scenes (Xiao et al., 2010). &hesmges were combined into composite stimuli by
averaging pixel intensities using various weighsir{g@.g., 60% face, 40% scene). The stimuli were
displayed on a projection screen at the back ostamner bore and viewed with a mirror attached to

the head coil.

Procedure
Localizer runs. Participants completed two localizer runs, viewbigcks of scene, face, and object

images. Each block consisted of 12 images, preddotels with a 0.5s period of fixation between
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each image. A total of 12 blocks were presenteth %s of fixation separating each block. Partictpan

were asked to detect back-to-back image repetitems respond by pressing a button.

Memory runs. Each memory run began with 38s fixation, followedthree phases: study, context
reinstatement, and recall. During the study phpa#icipants studied two lists. For each list, tiaene

of the list (either “LIST A” or “LIST B”) was preseed for 3s, followed by 1.5s fixation. Each word
was presented for 3s. Between each word, 3 imagtel faces or scenes) were presented, each for
1s. In total, each list was composed of 16 woradk4mimages, with 6s of fixation at the end. Fartea
memory run, one studied list was paired with a scamntext and the other with a face context. After
the study phase, there was a brief period of matbl@ms (15s) to distract participants and prevent
rehearsal: the response mapping for the math prabieas first displayed for 1.5s, followed by 9 math
problems for 1.5s each. Each math problem invoblet@érmining whether the sum of two single digit
numbers (e.g., 3+4) was even or odd. After the nsatition was complete, there was a 3s fixation

period.

At the start of the context reinstatement peribé, ¢ue (either “LIST A” or “LIST B”) was displayed
for 3s. This was followed by 33.75s of 45 imagex;hedisplayed for 0.75s. For feedback runs, these
images were composite face and scene images. fBhéwb images (1.5s) were always initialized at
50% face and 50% scene. The mixture proportiongherremaining trials were determined on the
basis of real-time multivariate pattern analysid3/f\) of the fMRI data, ranging from 17% to 98% of
the category of the cued context (83% to 2% of taeegory of the uncued context) as in
(deBettencourt et al., 2015). In Experiment 1,ithages presented during context reinstatement were
composites of the actual faces and scene imagesh#thappeared during the study phase for the
current memory run. Both the face and scene imagpeared in a random order. At the end of the

context reinstatement period, before the memorpeappeared, there was a 0.75s fixation period.
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The recall phase began with a 3s memory probegatidg the name of the list to recall (either “LIST
A” or “LIST B”). Then, the fixation dot on the s@a turned green to indicating the start of thelteca
period. Participants were given 45s to recall teens from one of the lists in any order. At the ehd
the recall period, the fixation dot turned backuaite for 4s. Then, participants were presenteth @it
point score from that run's context reinstatemeatiog, corresponding to classifier decoding
performance during the context period (i.e., cfessaccuracy for the target category). No feedback
was provided on their recall performance. At thd efithe experiment, participants received up t0 $1
extra corresponding to their cumulative points asrall the runs. The purpose of providing this
monetary bonus was to ensure that participantd toi@einstate context during the reinstatemensgha

(as opposed to solely focusing on recall perforraanc

Participants completed 8 runs of the task (6 vafid 2 invalid). There were more valid than invalid
runs, to ensure that participants would be motovéabeattend to the cue. In addition, the first tmas

of the experiment were always valid. One invalid occurred during runs 3-5, and the other invalid
run occurred during runs 6-8, and the invalid nwese not permitted to occur back-to-back (i.e.srun
5 and 6). Behavioral and neural analyses relatingetall were conducted on runs where it was
possible an invalid cue could occur (i.e., runs)3R&ins 1 and 2 were excluded so as to minimize the
temporal imbalance and any resulting practice &fféetween valid vs. invalid conditions. The two
invalid runs were counterbalanced for list cue (onva&lid run cued List A and the other cued List B)
and cued context category (one invalid run cuedsitene category and the other cued the face

category).

Importantly, participants were aware that what thay onscreen during the reinstatement period was

controlled by their brain activity. Before the fMREssion, they were given instructions about the
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experiment, which included the feedback maniputatithey were told that the images in the context
reinstatement period would reflect our measuremenhttheir mental context, and that the images
would get easier to see if they were reinstatingext well. They completed an abbreviated run ef th

task outside the scanner to familiarize themselviéis the experimental design. During that run, they
were shown examples of a composite stimulus, andthe mixture proportion could change due to

our measurements.

Data acquisition

Experiments were run using the Psychophysics Toofoo Matlab (Brainard, 1997; Pelli, 1997).
Neuroimaging data were acquired with a 3T MRI sear(®iemens Skyra) using a 20-channel head
and neck coil. We first collected a scout anatoirscan to align axial functional slices to the aiote
commissure-posterior commissure line. Then, a hggelution magnetization-prepared rapid
acquisition gradient-echo (MPRAGE) anatomical seeas acquired to use for real-time spatial
registration. Functional images were acquired usingradient-echo, echo-planar imaging sequence
(1.5s repetition time or TR, 29 ms echo time, 3 35 mm voxel size, 64 x 64 matrix, 192 mm field

of view, 27 slices).

Experimental design and statistical analysis

Because some of the data violated the assumptioomhality, all statistics were computed using a

nonparametric random-effects approach in whichigpants were resampled with replacement

100,000 times (Efron and Tibshirani, 1986). Nulpbthesis testing was performed by calculating the
proportion of the iterations in which the bootsppa@ mean was in the opposite direction. One-sided
tests were used for directional hypotheses andstded tests for non-directional hypotheses.

Correlations between two variables were estimatéll Spearman’s rank correlation after applying

robust methods to eliminate the disproportionatieiémce of outliers in small samples (Pernet et al.
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2013). Outliers were excluded only if they exceef@létdistandard deviations (s.d.) from the mean; all

outlier exclusions are noted in the text.

Real-time analyses

Preprocessing. At the start of the fMRI session, an anatomicgios-of-interest (ROI) was registered
to the native functional space using FSL's FLIR®t Experiment 1, the temporal lobe wagriori
selected to be the ROI given its known involvenmanepresenting contexts for memories. During the
fMRI session, functional data were reconstructedl grospective acquisition correction and
retrospective motion correction were applied. Afteotion correction, the file was transferred to a
separate analysis computer for the remainder ofdaletime analyses. The anatomical ROl mask was
applied to reduce the voxel dimensionality. Theunoé was spatially smoothed in Matlab using a
Gaussian kernel with full-width half-maximum (FWHM)5 mm. In Experiment 1, a high-pass filter
adapted from FSL (cutoff = 100s) was applied inl tieae. After each localizer run, the BOLD activity
of every voxel was z-scored over time. During mgmuaoins, the BOLD activity of each voxel was

scored starting after the study period based omien and standard deviation until then.

Multivariate pattern analysis. A multivariate pattern classifier was trained onadiom the face and
scene blocks from both localizer runs. Labels vetiied 3 TRs (i.e., 4.5s) forward in time to aacbu
for the hemodynamic lag. For Experiment 1, we catelll MVPA using penalized logistic regression

with L2-norm regularization (penalty = 1).

The trained model was tested in real time on bvalnmes obtained during the context reinstatement
period. For each volume, the classifier estimaltedetxtent to which the brain activity pattern matth
the pattern for the two categories (face and sceneyhich it was trained (from 0O to 1); we will esf

to this quantity aslassifier evidence. The neurofeedback was based on the differencgassifier
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evidence for the task-relevant category minus d@is&-trrelevant category. Given that this was atyina
classifier, the evidence for the two categories wascorrelated. The subtraction means that the
difference in evidence ranges from -1 (completelevte for the wrong category) to 1 (complete
evidence for the correct category). We will refer this difference score as theeural context

reinstatement score.

Neurofeedback. The neural context reinstatement score for eachnvel(TR) was used to determine
the proportion of the images from the cued and edatategories in the composite stimulus on the
next trial. The preprocessing and decoding of va@unwere performed during volume1l and the
neural context reinstatement score for volumeas used to update the stimulus mixture for the tw
trials in volumei+2. This resulted in a minimum lag of 1.5s (one ®Rtwo composite images)
between data acquisition and feedback. Moreovenah&ontext reinstatement was averaged over a
moving window of the preceding three volumes2(i—-1 andi for feedback in volumet+2), meaning

that feedback was based on brain states 1.5—-6 ipast. The averaged neural context reinstatement
score was mapped to a proportion of the task-rategategory using a sigmoidal transfer function

(deBettencourt et al., 2015).

Behavioral analyses

Vocal responses were recorded during the recalbghersing a customized MR-compatible recording

system (FOMRI II; Optoacoustics Ltd.). We used Benn TotalRecall tool to score and annotate the
audio. All annotations were completed without knesge of the experimental design and were
verified by an independent scorer who had no kndgédeof the experimental manipulation or

hypotheses.

Decoding accuracy
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Multivariate pattern classifiers were trained usihg face and scene blocks from both localizer.runs
Classifier performance was assessed by testingléissifier on TRs during the context reinstatement
period (as with classifier training, labels wereifted forward 3 TRs (4.5s) to account for
hemodynamic lag). Two measures were used: classWieence for the cued category and accuracy.
A TR was labeled as accurate if the evidence ferciled category was greater than the evidence for
the uncued category. To assess whether there wabias at the start of the context reinstatement
period, classifier accuracy was calculated forda& from the last TR during cue presentation, (i.e.
when participants were being informed which list teinstate; earlier TRs could have been
contaminated by lingering signal from list B). Teatuate classifier performance during the context
reinstatement period, accuracy was computed duhegentire context reinstatement phase. Chance
was assessed by permuting labels 100,000 timeseaattulating classifier accuracy for each of these

permutations.

Relationship to behavior

To explain how context reinstatement related to owmbehavior, we first obtained summary
measures for each of these components for eacliluhow successful participants were at reinsgatin
the cued context and (2) their memory performakoe this analysis, neural context reinstatement was
operationalized as the classifier evidence forciied context minus classifier evidence for the edcu
context, averaged over the context reinstatememnibgeTo boost sensitivity, we limited this
measurement to the subset of TRs for which there significantly-above-chance accuracy in
decoding the cued context (3-18; see Fig. 2); v&e atport results for when we measured neural
context reinstatement using the full set of TRsmdey performance was calculated as total number of

distinct words that were recalled for the probet li

Experiment 1 Results
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Real-time multivariate decoding of mnemonic context

We first assessed the overall degree to whichgyaaints were reinstating the cued context durimg th
reinstatement period; we expected that there wbeldreater classifier evidence for the cued context
compared to the uncued context. Consistent with ginediction, the real-time multivariate pattern
classifier reliably decoded the cued context dutimg context reinstatement period when averaged
across all TRs (accuracy = 58%, 95% Cls 57-60%mnaha 0.5; one-tailed<0.001;Figure 2). We
further examined which TRs could reliably decode ¢hed category; this was true for each of TRs 3—
18, one-tailedx<0.05. At the start of the context reinstatememtqge there was no reliable evidence

for the cued category (mean evidence = 0.52, 9580@I3—0.58; chance = 0.5; one-taited.73).
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Figure 2. Timecourse of real-time multivariate classifiecdding of context. The average classifier evidefioce

each participant across all feedback runs is mldtighin gray lines. The average timecourse agpasscipants is

plotted in black, with the gray ribbon indicatiniget standard error of the mean. Thaxis shows the classifier
evidence for the cued category minus the classfidence of the uncued category. ®exis shows the number
of TRs (1.5s) during the context reinstatement phas

Behavioral effects
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During the validly cued runs of Experiment 1, papants were cued to mentally reinstate the same
context for the list they were later asked to redliring the invalidly cued runs of Experimentthe
context reinstatement cue did not match the merpoope. If prior context reinstatement influenced
later memory, overall memory recall should be highe valid versus invalid runs. Consistent with the
idea that reinstating an appropriate context baostsiory recall, more items were recalled in thedval
as compared to the invalid condition fW=5.85, 95% Cls 4.83-7.14; Nkic=5.29, 95% Cls 4.08—

6.75; one-tailegh=0.03;Figure 3a).
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Figure 3. Effects of context reinstatement cue validity oremory in Experiment 1. (a) Memory recall
performance. For valid runs, the cue at the statthe context reinstatement period matched the ngmimbe at
the start of the free recall period. For invalichsuthe cue did not match the memory probe. Eaaly dot
indicates the average number of words recalled paeticipant (=24). The height of the bar indicates the
population average, and the error bars indicatstdedard error of the mean. Memory performanceemasnced
following valid cues (*p<0.05). (b) To quantify the relationship betweenassifier evidence and recall, we
computed (across runs, within each participant)litrear fit between classifier evidence and recaharately for
valid runs and invalid runs. Statistics were computising the slopes of the linear fits per conditiBach dot
corresponds to the slope of the linear fit in ay@rcondition (valid or invalid) for each particita The height of
the bar indicates the population average, and tttar bars indicate the standard error of the médme slope
relating classifier evidence to behavior differedviieen valid and invalid runs (**<0.001). (c) For validly cued
runs, the amount of context reinstatement positivellated to the number of recal[®<0.01). That is, there was a
reliably positive relationship between the evidefarehe cued context minus uncued contexaxjs) and the total
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number of recallsytaxis) for each run. The linear fit across runs withisilagle participant is depicted as a gray
line. The mean linear fit is depicted in teal. (d)invalidly cued runs, the amount of context réaesment
negatively related to the number of recalg:q.01). The linear fit across runs within a singlarticipant is
depicted as a gray line. The mean linear fit isacted in orange.

The key question that we asked in this study pestto therelationship between neural context
reinstatement and memory behavior: We hypothesidet higher levels of neural context
reinstatement would correlate with higher levelsredall for validly cued lists and lower levels of
recall for invalidly cued lists.

To test this hypothesis, we computed the relatignsetween neural context reinstatement and
recall performance across runs (within participastparately for valid and invalid runs) and then
averaged this measure across participants. Eathipant had 6 valid memory runs; for each run, we
computed our index of neural context reinstatenetassifier evidence for the cued vs. uncued
context over the course of the reinstatement pgraotl also the total number of recalls for easketd
list. This yields a participant-specific scattetplwith 6 points (one per memory run). For each
participant, we computed the slope of the linetietpcontext reinstatement to recall performance. W
then evaluated the reliability of the slope of tlie across participants. For invalid memory rums,
used the same analysis procedure (this time fogumirnthe 2 invalid runs) to estimate the relatigmsh
between context reinstatement and recall performanahese runs.

As predicted, we observed a reliably positivetreteship between neural context reinstatement
and recall performance across valid runs (sliggpe2.48, 95% Cls 0.63-4.3%)=23; one-tailed
Pvaiic=0.005;Figure 3b&c). Thus, greater amounts of context reinstatemesntlted in better memory.
For invalid runs, we expected there to be a negatlationship between neural context reinstatement
and recall performance, and this prediction was afgheld (slopgaisc=—5.23, 95% Cls -9.92— 1.59;
one-tailedpinaic=0.004; Figure 3b&d). Importantly, the relationship between contexhstatement
and memory was significantly most positive for gathan invalid runs (one-tailepl#<0.001). As

noted earlier, these correlations were completédgudata from all TRs for which there was above
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chance classification in the context reinstatemeeriod, shifted for hemodynamic lag. However,
classification similar results were observed wheig data from the entire context reinstatement
period (slopgiigc=2.19, 0.82—4.01; one-tailepyaig=0.001; slopg@vaic=—1.66, —3.46-0.54;0ne-tailed
Pinvaiic=0.06; one-tailegiz=0.002;n=23, 1 outlier excluded that exceeded 2.5 s.d. fizermean).

Note that the valid-condition results, consideoadtheir own, could be explained in terms of a
third factor (e.g., general alertness) that posiyivaffects both context reinstatement and recall
performance. However, the valid and invalid resa#ts nottogether be explained this way: If general
alertness benefits both context reinstatement endlly resulting in a positive relationship between
them, this relationship should be observedath the valid and invalid conditions, but this was theg
case. The most parsimonious account of the valiliavalid results together is our hypothesis, that
context reinstatement facilitates recall of a asedt the expense of the other.

For the analyses reported above, neural contexstaeement and memory were calculated
across the valid and invalid runs separately wigranticipants. However, the validity of the cue was
fairly high (75%) and therefore the number of ingalins was low (2 invalid runs in total, duringheu
3-8). When participants did not differ substangiali context reinstatement for these two runs, this
resulted in extreme slope values. We wanted toeo&ia that the relationship between context and
memory in the invalid runs was not driven by anyrexe values and/or our outlier exclusion
procedure. Therefore, we conducted a similar arglysit computing the relationship at the group,
rather than individual, level. First, to keep thealysis focused on within-participant variance (as
opposed to between-participant variance), we nozelneural context reinstatement scores and
number of recalls within condition (valid, invali@r each participant. Then, we calculated thedme
relationship (i.e., slope) between neural contekistatement and memory recall performance across
all invalid runs from all individuals. The relatiship between neural context reinstatement and
memory recall performance remained negative (slepe—0.54, —0.83— -0.21). We assessed the

reliability of this relationship by conducting adistrap correlation analysis in which we resampled
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participants with replacement and calculated theetation on each new sample (Kim et al., 2014).
This bootstrapped correlation was reliably negafmee-tailedpin«ic<0.001). These results provide
additional evidence that reinstating an inapprderieontext with neurofeedback prior to recall
adversely influences subsequent memory performance.

These same group-wise analyses were conductedioyahizing context reinstatement and
recalls within the validly cued runs. We found tlila¢ slope computed across valid runs from all
participants remained positive (slgpe=0.34, 0.10-0.52). A bootstrapped correlation wasutated
by resampling participants with replacement anduwating the correlation on each new sample; this
bootstrapped correlation was reliably positive (taiked p..iq=0.002). Lastly, with these group-wise
analyses the difference between the bootstrappelatons in the valid and invalid conditions

remained robustly different (one-tailpgk<0.001).

Simulations

To summarize the results thus far: In Experimemd obtained a relationship between neural context
reinstatement (measured with fMRI) and subsequeaall; using neurofeedback. This raises the
question: How important was the use of neurofeeklbacobtaining these results? Could we have
obtained this relationship between neural contekistatement and subsequent recall without using
neurofeedback? As discussed earlier, we used remdiodck in Experiment 1 because of our intuition
that it improves our ability to measure subtle fliations in context reinstatement, compared torothe
approaches. To verify this intuition, we ran sintiglas comparing our neurofeedback condition to
various other (non-neurofeedback) control condgiofhe goal of these simulations was to consider
potentially informative control experiments thautmbe run. The code for these simulations will be
publicly posted upon acceptance of the paper.

The simulations sought to capture what occurs duttire context reinstatement period of our

experiment Figure 4a). Note that these simulations did not use the ttata Experiment 1; rather,
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they used simulated data generated from the mdéw®l.each simulated participant, we ran the
simulation six times (corresponding to multipledstiest runs within a participant). During the figs
(simulated) TRs, a top-down cue biased the mewtatext towards a particular category (scene). The
cue level was varied parametrically across 6 feeklbans, ranging from a modest amount of evidence
for the cued category to a large amount of eviddacéhe cued category (0.10, 0.25, 0.40, 0.550,0.7
0.85).

During the context reinstatement period, classiBeidence reflected a mix of bottom-up
influences (the category being viewed) and top-davilmences (context reinstatement). Furthermore,
in line with existing theories of mental contexifiiithe level of internal context reinstatemenboat
moment was related to the context reinstatemeatmevious moment. Specifically, internal context
reinstatement at a particular TR was determinedthgy internal context reinstatement from the
previous TR, as well as by the perceptual evidérare the previous TR (with the former set to have
twice as strong an influence as the latter). Cli@ssevidence was determined by previous internal
context and the perceptual evidence (both from 8 ago, to account for the hemodynamic lag), with
additional noise (internal context and perceptwalence were set to have an equally strong inflaenc
on classifier evidence, and noise was set to havieafauence three times stronger than each of these
other factors). At the end of the context reinstest period, the average level of internal context
reinstatement across the entire reinstatementgénbere 0 = minimal reinstatement and 1 = maximal
reinstatement) was used to determine the numbepuals recalled, in the following manner: For each
word (out of 16) we chose a random value (0—1)yallds whose random value fell below the average
level of contextual reinstatement were marked asectly recalled. Finally, we calculated the
correlation between classifier evidence and thebmimof words recalled, just as we did in the actual
experiment.

In the (simulated) neurofeedback condition, classe#vidence influenced perceptual evidence,

which in turn, influenced internal context reinstaent. This was intended to emulate the feedback
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directionality of Experiment 1, which itself was deled after our prior study (deBettencourt et al.,
2015). That is, higher levels of classifier evidetor the cued category led to greater visibilityand
thus greater perceptual evidence for) the cuedjoate

We simulated five control conditions to contrashiagt real-time neurofeedback: First, we
included controls where we held the amount of gared evidence for the cued category constant (at
three different levels: 100%, 50%, 0%). In additisre included two types of time-varying feedback:
inverted feedback, in which the mapping betweessifi@r evidence and perceptual evidence was
flipped, and yoked-control feedback, in which trexgeptual evidence was selected from a different
run. In the inverted feedback condition, more dfeessevidence for the cued category resulted 8sle
perceptual evidence for the target stimulus cated®y re-running these simulations 10,000 times, we
established distributions of correlations betwekassifier evidence and memory recall across these

conditions.
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Figure 4 Simulating feedback. (a) A schematic of the hypsitex context reinstatement process with the link
mediated by real-time neurofeedback in orange. dffies evidence is jointly determined by internabmtal
contextual reinstatement and external perceptualeace for context. Neurofeedback “closes the lobp”
allowing classifier evidence to influence percepteddence (b) Results of computational simulatiafsthe
correlation between classifier evidence and memecgall behavior. Simulations were completed foriouas
manipulations of the feedback as well as percemuilence: real-time neurofeedback (in which thecggtual
evidence reflects the classifier evidence for thedccategory), maximal perceptual input (100% cceteigory,
0% uncued category), balanced perceptual input (6086 category, 50% uncued category), no percepipat
(0% cued, 0% uncued), inverted real-time neurofaekil{in which the perceptual evidence reflectsdlassifier
evidence for the uncued category), and yoked-cbiéedback (in which the perceptual evidence rédle¢be
classifier evidence from another run. Each violilot prepresents the correlations computed acros80Q0,
simulations. The mean correlation is depicted sthbrizontal black line, and 95% Cls in the veltldack line.

Simulation results and discussion
As shown in Figure 4b, the correlation betweensifees evidence and recall observed in the feedback
condition was higher than the other conditions &p&an rank correlation:rieegpack=0.46,

I'1000cued=0.17, 's0%6cued=0.20, I'ooecued=0.21, Tinverted=0.07, ryket=0.22). Taken together, these results
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validate our intuition that closed-loop neurofeedbaan positively amplify subtle fluctuations ireth
internal state of context, in comparison to marheopossible control conditions.

In Experiment 2, we wanted to verify experimentalhat the neurofeedback condition is
especially sensitive to the relationship betweemtex reinstatement and recall. In an ideal world,
could run all controls, but we only had the timel arsources to focus on one. Choosing a control
condition is not easy for neurofeedback studiespfar as there are many different alternative
hypotheses and each control condition addresseissatsof these hypotheses. For example, the yoked-
control approach (which we used in deBettencoual.eR015) has several benefits: It controls e t
specific stream of images that participants viemwd #& also controls for instructions provided to
participants (both neurofeedback participants aokkg controls are told that their brain activity is
controlling stimulus visibility, which should cowirfor any general motivational effects of beingdto
that you are in a neurofeedback experiment). Howevealso has several drawbacks: If we find a
worse relationship between brain activity and redatould be due to lack of accurate neurofeeédbac
or because patrticipants get distracted or frustrateen the feedback does not match their own sense
of their mental state. That is, any observed difiees between conditions might be due to yoking
being harmful rather than neurofeedback being hélgiso, if we yoke the images but do not say that
fluctuations in visibility are due to neurofeedbathis fails to control for nonspecific motivatidna
effects of participants thinking they are gettingib-based feedback (also, images varying in a way
that has nothing to do with participants’ brairtestaight be distracting).

We next considered a control condition where pegurom the target context are 100% visible
during the reinstatement period (instead of beingeth with pictures from the other controls). This
control tests whether merely showing “reminder” gms from the target context is sufficient to reveal
a relationship between neural context reinstatenaewt recall behavior. If this is the case, then
showingfully visible images from the target context should yield aneesly robust effect. This

control also has obvious drawbacks: It does notrobfior motivation that comes from participants
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thinking they are getting neurofeedback, and itsdoet match the exact image stream seen by
neurofeedback participants. However, because teane one perfect control, we decided to try this
100% visible control condition — showing imagesnfrthe target context seemed to us to be the most
direct way to trigger context reinstatemdntthe discussion, we talk about inferences thatare(and

cannot) glean from this condition.

Experiment 2: Materials and Methods

Here we compare performance with feedback to arabmondition in which stimulus
information was not modulated by the participantental context. We kept the basic structure of the
runs the same as it was in Experiment 1, but ehieith the second list (participants only studied one
list per run before recall) and removed the invabadition in order to focus on the difference betw
valid neurofeedback and the control condition. Boiof the 12 runs of Experiment 2, context
reinstatement was provided as in the first expantmand participants received neurofeedback with
composite face/scene images as in Experiment 1.themother 6 non-feedback runs, participants
viewed all of the images that had appeared betwexds during the encoding phase at full coherence
without any competitive information on the scre@é0Q% cued context). That is, they viewed fully
coherent scenes during the context reinstatemexsephather than composite face/scene pairs, ar ord

to provide the strongest possible visual cues dotext reinstatement.

Participants

Twenty-four adults participated in Experiment 2 fobnetary compensation (11 female, 22 right-
handed, mean age = 19.3 years). The sample sizenatabed to that of Experiment 1. Five additional
fMRI participants were excluded from Experimenb8e due to lack of understanding the instructions,

and four for excessive motion, using the same staisdas in Experiment 1. All participants had
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normal or corrected-to-normal visual acuity andvied informed consent to a protocol approved by

the Princeton University Institutional Review Board

Stimuli

The word list stimuli for Experiment 2 were a subsiethose used in Experiment 1: we selected 12 (of
the original 16) word lists. The word lists wergeileaved with scene images (not faces). During the
context reinstatement portion of the feedback risxe images (not presented at study) were overlaid

on the studied scenes in order to alter the mixhuoportions.

Procedure

Participants completed two localizer runs, as ipdfinment 1. Also as before, each memory run was
composed of three phases: study, context reinsgamterand recall. The details of the memory runs
were the same as in Experiment 1, except for tHewimg changes: In Experiment 1, participants
studied two lists in each memory run (one with aged one with scenes); in Experiment 2, there was
only a single list in each study period (List Ahieh was always paired with a scene context. Atso,
Experiment 2, all lists were validly cued (i.e.etheinstated context always matched the list that
participants were asked to recall). In Experimerd &f the runs (50%) were real-time neurofeedback
runs and 6 of the runs (50%) were control, non{lee# runs. Participants were informed ahead of
time that some runs would be feedback runs and seoutd not. These runs were counterbalanced
such that every 4 runs (i.e., 1-4, 5-8, and 9-b2jained 2 valid feedback runs and 2 valid non-
feedback runs. As such, there was no temporal enleel and all runs were included in the subsequent
analyses. In the feedback runs of Experiment 2,itteges presented during context reinstatement
were composite face and scene images (as in feledbas from Experiment 1). The scene images
were those that had appeared during the encodiagepim a random order. The face images were

randomly selected from a list without replacememtisat each face image was only presented once
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throughout Experiment 2. In non-feedback runs dutiixperiment 2, the images presented during
context reinstatement were scene images (fully rastteor 100%). The scene images were those from
the study phase, presented in random order. Alserptevious experiment, participants could earn up
to $10 based on the classifier decoding duringctivgext reinstatement phase. They saw their scores
at the end of the run, when the recall period haded. The payment bonus was derived from the

cumulative score across all runs (both feedbacknandfeedback).

Data acquisition, statistical analysis, real-time aalysis

Data acquisition and (offline) statistical analysiethods were identical to the methods used in
Experiment 1. The real-time analysis methods wevstiythe same as in Experiment 1, except for the
following changes: First, in Experiment 2, the temgb lobe ROI that we used in Experiment 1 was
expanded to also include the occipital lobe. Thasislon was based on offline analyses of the data
from Experiment 1 that demonstrated that includihg occipital lobe resulted in higher overall
classifier accuracy. Second, in Experiment 1, &4pigss filter adapted from FSL (cutoff = 100s) was
applied in real time, but in Experiment 2, no shayh-pass filter was applied (since the run lervgds
shorter). Third, in Experiment 1, we conducted MVB#&ing penalized logistic regression with L2-
norm regularization (penalty = 1), but in Experimm@n(based on the results of offline reanalysis of
data from Experiment 1 to optimize classificatiowg modified the logistic regression algorithm for
Experiment 2 to have L1-norm regularization (pgnaltl). We calculated classifier evidence for the
cued context using the same TRs in Experiment 2hiha previously been used in Experiment 1 (TRs

3-18).

Experiment 2: Results
By design, the feedback and control non-feedbacklitions differed in the overall amount of

context-relevant information on the screen. Inriba-feedback runs, participants were presented with
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strong context cues via fully coherent images duthme reinstatement phase. On the other hand, in
neurofeedback runs, there is overall weaker pemnedmvidence on the screen, but there is a link
between what the participant sees and what thigirnal context is. Given these bottom-up perceptual
differences, it is perhaps unsurprising that thaddomns differed in the total amount of classifier
evidence decoded during the context reinstatemenibcgh During the runs with feedback, when
participants viewed composite face/scene mixtutes,average accuracy of the multivariate pattern
classifier was 0.58, which was reliably above cleaf85% ClIs 0.49-0.67; chance = (0©50.037), as

in Experiment 1. During the control runs withouedack, when participants viewed unmixed images,
the average accuracy of the multivariate pattemssifier was 0.90 (95% Cls 0.88-0.93; chance = 0.5;
one-tailedp<0.001) and this was reliably greater than theldaell runs (one-tailep<0.001).

The larger goals of this experiment were to (@)icate the (valid-condition) effects observed
in Experiment 1 and (b) investigate whether thati@hship between neural context reinstatement and
memory recall was observed in a condition withdosed-loop neurofeedback. Our hypothesis was
that the link between neural context reinstateraeadt memory recall is fostered by our neurofeedback
procedure, and therefore would be larger in thdldaek condition than in the non-feedback condition.

While the intent of the feedback manipulation wasoost sensitivity to the brain-behavior
relationship (between neural context reinstatemmmd recall), not to boost overall recall, we
nonetheless looked at the effects of the feedbaahipulation on recall performance. We found no
reliable difference between the average numberamfisvrecalled in control, non-feedback runs and
neurofeedback runs (recallg..«=8.88, 7.75-10.22; recalls0=9.10, 7.94-10.30, two-tailgu=0.44;

Figure 5a-0.
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Figure 5 Feedback mediates the link between context regrst and memory in Experiment 2. (a) Memory
recall performance. In feedback runs, validly-cteetlback was provided during the context reinstatdmeriod.

In non-feedback control feedback runs, there waseabtime feedback during the context reinstatenpemniod
Each dot corresponds to the average number ofisdoala participant (n=24). The height of the baticates the
population average. The error bars indicate stahdamr of the mean. Memory performance did noiabdy
differ between these feedback and non-feedbackitomsl (p>0.1). (b) To quantify the relationship between
classifier evidence and recall, we computed (across, within each participant) the linear fit beem classifier
evidence and recall, separately for feedback radsnan-feedback runs. Statistics were computedjubia slopes
of the linear fits per condition. Each dot corrasg®to the slope of the linear fit in a single dtind (feedback or
no feedback) for each participant. The relationdiépveen context reinstatement and memory perfarenaras
reliably greater in the feedback condition tharthiea non-feedback condition (*<0.01). (c) Evidence for the
cued context in the feedback condition was poditivelated to the number of recalls, replicating #ffect in the
valid feedback condition of Experiment g<Q.05). The linear fit for each participant is d#pd as a gray line.
The teal line is the mean fit across the populat{dh Evidence for the cued context in the non-besidt control
condition was not positively related to memory teparformance >0.1). The black line is the mean fit across
the population.

Next, we repeated the analyses developed durindirdteexperiment, to examine whether
neural context reinstatement during feedback retetas to subsequent memory recall performance.

Indeed, we replicated the positive relationshipMeein neural context reinstatement in validly cued



NEUROFEEDBACK CONTEXT Page 28 of 34

runs and memory performance, this time using anrednt different group of participants
(SlopQeedback=1.64, 0.15-3.29, one-tailge0.02;n=24, Figure 5b&c).

Lastly, we investigated whether this same positietationship was present without
neurofeedback. In fact, there was no such reldtipnbetween context reinstatement and memory
performance in the runs without feedback (slgp&aw=—3.60, -7.49 —-0.44; one-tailedp=0.98,
n=23, 1 outlier excluded that exceeded 2.5 s.d. ftbenmeanjfigure 5b&d); the relationship was
actually reliably negative. The difference in sldpgween the feedback and non-feedback conditions
was reliable (one-tailegdyi7=0.004). These results fit with our hypothesis thatrofeedback makes it
easier to identify a link between context reinstegat and recall performance.

It is notable that recall levels were similar as@onditions even though classifier evidence
was much higher in the non-feedback condition.ldissifier evidence perfectly tracked contextual
reinstatement (which then drives recall), we woetkgect higher levels of recall in the non-feedback
condition. The fact that recall levels were matchigetefore shows that classifier evidence does not
perfectly track contextual reinstatement. A bestecount of classifier evidence in our studies & th
is affected both by bottom-up perceptual evidemeedces/scenes (which is much higher in the non-
feedback condition, and does not directly affectmogy) and contextual reinstatement (whidbes
directly affect memory). This hypothesized pattefrrelationships is built into our simulations (see
Fig. 4). This model helps to explain why classi@idence can be related to recall (as was shown in
Experiments 1 and 2) but also can dissociate freaall (as is evident from the finding, here, that

feedback vs. non-feedback in Experiment 2 affeletssdfier evidence but not recall).

Discussion
In the studies presented above, we demonstratédctimiext reinstatement (measured with fMRI)
predicts subsequent free recall success: Reingtdatie correct context boosts recall success

(Experiment 1, replicated in Experiment 2) and s#iting the incorrect context reduces recall siecces
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(Experiment 1). These results extend prior workPlayyn et al. (2005) and others (e.g., Morton et al.
2013), by showing that it is specificaltpntext (not item) reinstatement that drives this effenttHis
study, contexts and to-be-learned items were @iffetypes of stimuli (contexts were face or scene
pictures; items were uncategorized words). Furtbeemthe neurofeedback was derived from a
multivariate pattern classifier that had been w&dimn an independent localizer period without any
words. Taken together, these features of the desigke it extremely unlikely that the classifier
(applied during the reinstatement period) was pigkiip directly on recall of words, as opposed to
context activation. One intermediate possibilityllff consistent with our theoretical account) igtth
participants were recalling some words during teéstatement period, whiclbaused context
activation (which was then detected by the cla=mgifiHowever, we think that even this intermediate
interpretation is somewhat unlikely: During thenstatement period, we instructed participants to
focus on the images so as to discourage using dlmstatement time to rehearse words. Also,
participants were told that they would receive iddal monetary reward based on activating the
correct context during the reinstatement periodiclvishould have further encouraged them to focus
on context reinstatement as opposed to word rduaailhg this period.

Our intent in using neurofeedback was to boossitieity to small fluctuations in context
reinstatement by amplifying them, thereby makingasier to identify a relationship between context
reinstatement (measured neurally) and behaviort awe are using neurofeedback to improve
measurement sensitivity as opposed to using it periormance booster. Simulations that we ran
(comparing our neurofeedback condition to variooistmls) support the intuition that neurofeedback
can boost experimental sensitivity.

Experiment 2 provides some support for the claiat tteurofeedback is especially useful for
identifying the relationship between context reatestment and recall behavior. In this experiment, we
compared neurofeedback to a condition where imégaes original context were 100% visible (we

expected that this would be the strongest poss#ilestatement cue); we observed a significantly
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larger relationship between our neural measureootext reinstatement and recall behavior in the
neurofeedback condition than in the 100% visiblentiad condition. Previous studies have
demonstrated that providing real-time fMRI can aviasights about cognition (e.g., Cortese et al.,
2016; Lorenz et al., 2018). Here, we extend thadlifig to demonstrate neurofeedback can more
tightly link fluctuations of internal mental contexith memory retrieval.

Having said this, our conclusions about the spedifile of feedback in identifying this
relationship are necessarily preliminary. As naadier, different control conditions address difat
iIssues, and no single control condition can edhlthat neurofeedback is necessary. The 100%-&isibl
control condition that we used in Experiment 2 nhaye failed to show an effect because it lacked
neurofeedback; alternatively, it may have failegliow an effect for other reasons. For examplegthe
was less variability in classifier evidence in ttentrol condition than the neurofeedback conditien
this restricted range effect may have made it harodink classifier evidence to behavior in this
condition. In future work, it will also be highlypfiormative to look at a zero-visibility control adition
(i.e., where the screen is blank during the retestant period); this control will tell us whether
internal mental context reinstatement on its owsufficient to drive a relationship between brain
activity (during the reinstatement period) and Hebahavior. Other future directions for this work
could explore how brain/behavior links are modifiedlassifier is returned from other neural regon
or networks known to be involved in context reitestaent that were not explored here.

Another important future direction for this worktio improve the specificity and sensitivity of
our neural measure of context reinstatement. Agdatbove, our category classifier (applied to
occipitotemporal regions) does not perfectly traoktext reinstatement in our paradigm, insofartas i
is also strongly influenced by bottom-up perceptibns well known that other brain regions beyond
temporal and occipital lobes are strongly involshtext reinstatement (in particular, the posterior
medial network; Ranganath and Ritchey, 2012). lpaating information from these networks may

improve the specificity of our classifier readotltis, in turn, could improve the correlation betwee
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classifier evidence and behavior, and it could alsoease the usefulness of feedback, possiblgdo t
point where we would see a net improvement in técahe feedback (vs. non-feedback) condition.

In closing, it is important to emphasize that néeedback can be used for multiple purposes:
In other, recent neurofeedback studies, feedbaskbkan used to drive learning. For example, this
technique has been used for training participantsmiprove their sustained attention performance
(deBettencourt et al., 2015), training new assmmiat (as in Amano et al.,, 2016; see also
deBettencourt and Norman, 2016), and reducing kstaeld fearful associations (Koizumi et al.,
2017). Recently, researchers have used real-tinfel fid link behavior and neural activity, e.g., to
dissociate confidence from accuracy (Cortese eP@l6), to link brain activity with experience an
focused attention task (Garrison et al., 2013)ppbmize experimental design (Lorenz et al., 2016),
and to characterize a multidimensional task sphoeefz et al., 2018). Here, we used neurofeedback
in a potentially complementary way, to amplify loraictivity fluctuations and improve measurement

sensitivity for a cognitive process (context restsinent) that we think is important for memory.

Conclusions

In this study, we have demonstrated that closeg-t@urofeedback is a useful tool for testing thesori

of memory retrieval; here, we used it to estabdisklationship between context reinstatement (poior
the onset of recall) and memory performance. Téshnique could be expanded to other experiments
in which context has a major role. For examplesetbloop neurofeedback could be used in a task
where participants are asked to “flush” contextaad of recover context. This process of elimirgatin
context has been demonstrated to have a crititalinointentional forgetting (Manning et al., 2016;
Sahakyan and Kelley, 2002). Eventually, it might gmessible to further develop this technique to
provide training for context reinstatement, andstady and treat psychiatric disorders that involve

context-cued recall, such as addiction and positxedic stress disorder.
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