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Conclusion

We extracted fine-grained 
measures of disfluency for 
each word in a narrative 
using GPT-2

Using regression models, we 
found that the transient 
Bayesian surprise best 
correlated with human 
segmentation judgments
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Event Segmentation In Naturalistic 
Settings 
We segment our continuous experiences into distinct events 
(Newtson, 1973; Zacks et al., 2007)

Event Segmentation Theory (EST; Zacks et al., 2007) posits that 
we mark the boundary of an event at moments when there is a 
transient increase in prediction error

Prediction error (disfluency) in naturalistic settings is difficult to 
measure, but is typically operationalized with the probability of 
expected outcome 

 In a basketball game (Antony et al., 2021) prediction error 
was defined as the change in win probability at each 
moment in the game

In sentence processing, the  “Cloze” probability of the 
sentence ending word is used to index the N400 response 
(Kutas and Hillyard, 1980) for out-of-context words 

Our goal is to test Event Segmentation Theory by using 
fine-grained measures of disfluency, extracted from deep 
learning language models, for each word in a narrative

Behavior: Participants listened to and segmented 3 stories

Monkey In The Middle (~30 minutes, Goldstein et al., 2022)
Pieman (7 and a half minutes; Michelmann et al., 2021)
The Tunnel Under The World (~25 minutes; Lositsky et al., 2016)

48 hidden layers, ~ 1.5B parameters
Pretrained on 8M webpages
Context window of 1024 tokens
Vocabulary ~ 50K words
Embedding dimension = 1600

GPT-2 Language Model (Radford et al., 2019)

The text from the 3 stories is parsed through GPT-2-XL

Derived Measures: surprise, entropy, Bayesian surprise (K-L 
Divergence), cosine distance of successive word embeddings 
from the final layer of GPT-2

Regression (LASSO) using leave-one-story-out cross-validation

Null distribution computed by circularly shifting each word +/- 
4000 positions

The transient Bayesian surprise shows the best correlation with human segmentation 
behavior . The violin plot shows the null distribution with the central bar showing the 
box plot of the null distribution. The red dot is the unshifted correlation value

Current (non-transient) surprise, entropy, and embedding cosine also performed poorly
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Drift = 0.05, N = 100

Regression

Drift = 0.03

Correlation Percentile

Drift = 0.05 Drift = 0.10

0.07 97.7 0.06 96.3 0.0520 95.4
50 0.07 97.3 0.07 95.0 0.06 96.0

100 0.10 99.6 0.10 98.9 0.09 99.2

200 0.10 96.9 0.11 98.2 0.12 99.2
150 0.10 99.5 0.11 99.7 0.11 99.8

Regression
Window
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Bayesian Surprise

Transient Increase In Disfluency Measures
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Transient Bayesian Surprise Shows Consistent Results Across Regression 
Windows and Drift

Schematic A. The GPT-2 probability distributions at 2 word points and the derived 
measures of surprise, entropy, and Bayesian surprise (Itti and Baldi, 2009) B. The 
cosine distance between successive word embeddings from the last hidden layer 
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Transient Increase In Disfluency 
(Reynolds et al., 2007)

“...So David laid down on his stomach and stretched his arm out to steady the tripod...”
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“Bayesian Surprise”

Surprise: probability of the actual 
word in the story

Entropy: how “peaked” is the 
probability distribution 

Bayesian surprise: how much do 
the 2 probability distributions differ
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GPT-2 Embedding: Cosine Distance (”his”, “stomach”) to measure semantic similarity
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Correlation Percentile

0.05 86.120
50 0.07 91.0

100 0.09 95.4

200 0.10 95.7
150 0.11 97.5

Regression
Window

Current (Non-Transient) Bayesian Surprise Shows Less Consistent Results
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