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Imagine reminiscing about a vacation you took with 
family or friends. You share stories about the trip and 
search your memory to recall specific events and adven-
tures. Although you may recall a fair amount on your 
own, you may not remember everything and get stuck 
at some point. Someone may chime in with another 
experience, helping you continue recalling the vaca-
tion. External reminders like this should support mem-
ory because retrieval cues can often make previously 
inaccessible information accessible (e.g., Tulving, 1983). 
However, several laboratory studies have failed to find 
a benefit of cuing when individuals freely search their 
memory (e.g., Allen, 1969; Basden et al., 1977; Rundus, 
1973; Slamecka, 1968; Sloman et  al., 1991). In these 
studies, participants performed a free-recall task  
(Murdock, 1962; Roberts, 1972; Standing, 1973) in 
which they studied lists of items and—after each list—
were asked to recall as many items as possible in any 
order. In some of the studies, some participants received 
a random subset of list items as retrieval cues before 
starting to recall, whereas other participants did not; 

surprisingly, the cued participants recalled a smaller 
proportion of the remaining items than the uncued 
participants did (Basden et  al., 1977; Rundus, 1973;  
Slamecka, 1968; Sloman et al., 1991). In other free-recall 
studies, researchers waited until recall was stuck before 
presenting other, randomly selected list items as cues: 
Slamecka (1968, Experiment 5) presented half of the 
not-yet-recalled list items, and Allen (1969, Experiment 
1) presented a sixth of the list items, regardless of 
whether those items had been recalled; neither study 
observed a benefit of cuing. Taken together, this body 
of work shows a negative effect of randomly selected 
cues (at worst) or no benefit (at best). The goal of the 
present work was to examine the lack of benefit from 
cuing and explore how cues can be provided to improve 
memory search.
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Abstract
We often use cues from our environment when we get stuck searching our memories, but prior research has failed 
to show benefits of cuing with other, randomly selected list items during memory search. What accounts for this 
discrepancy? We proposed that cues’ content critically determines their effectiveness and sought to select the right cues 
by building a computational model of how cues affect memory search. Participants (N = 195 young adults from the 
United States) recalled significantly more items when receiving our model’s best (vs. worst) cue. Our model provides 
an account of why some cues better aid recall: Effective cues activate contexts most similar to the remaining items’ 
contexts, facilitating recall in an unsearched area of memory. We discuss our contributions in relation to prominent 
theories about the effect of external cues.
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Whereas in the studies cited above, cues were ran-
domly selected, we argue that the right cues must be 
selected to facilitate recall. Indeed, researchers who 
have tested the effect of the content of cues have 
observed cues to benefit the retrieval process, facilitat-
ing access to previously inaccessible memories, specifi-
cally when the cues shared high similarity with 
to-be-recalled items (Basden, 1973; Hudson & Austin, 
1970; Kroeger et al., 2019; Roediger, 1973; Tulving & 
Pearlstone, 1966). For example, participants who 
received category names before recalling a categorized 
list remembered more items than uncued participants 
(Tulving & Pearlstone, 1966). In uncategorized lists, 
participants who received items from odd serial posi-
tions as cues after repeatedly studying the list recalled 
more than uncued participants (Basden, 1973). That is, 
these studies obtained a benefit of cues by selecting 
either cues with high semantic similarity to list items 
or cues studied nearby in time to list items (Basden, 
1973; Hudson & Austin, 1970; Roediger, 1973; Tulving 
& Pearlstone, 1966). However, these studies could not 
provide the most effective cues because they did not 
quantify the exact amount of similarity among items 
nor did they simultaneously integrate the contribution 
of semantic versus temporal information. Furthermore, 
in a free-recall task in which participants make multiple 
retrieval attempts, considering the similarity between 
cues and remaining items alone is not sufficient because 
the effect of cues on the full trajectory of the recall 
sequence must also be considered.

In the present work, we provide a principled way for 
selecting retrieval cues when recall gets stuck during 
free recall, by formally estimating items’ semantic and 
temporal representations in a memory space and math-
ematically describing the dynamics of how items are 
encoded and later recalled from this space. To achieve 
this, we extended an existing model of memory search, 
the context maintenance and retrieval (CMR) model, 
which organizes memories into a latent context space. 
The model posits that the current location in the context 
space is where new information is encoded during study 
and is what drives the next recall during retrieval. CMR 
has been shown to capture a range of behavioral pat-
terns in standard free-recall tasks (Howard & Kahana, 
2002a; Lohnas et al., 2015; Polyn et al., 2009; Sederberg 
et al., 2008). However, it has not been extended to situ-
ations with external cues. We thus proposed to extend 
CMR to model how cue presentation affects memory 
search after initial recall ends (a process that we refer 
to as cued memory search). Importantly, when one’s 
current context location can no longer drive further 
recalls and an external cue is presented, we proposed 
that there is an additional cognitive process involved. 

In this additional process, one’s current context location 
is replaced with the cue’s context location, and this 
updated context location guides future recall attempts. 
The most effective cue is the one that leads to the most 
recalls (determined by model simulations) after the con-
text location updates.

To test the effectiveness of our proposed model in 
selecting cues, we followed experiments that presented 
cues after recall ended (Allen, 1969; Slamecka, 1968). 
We let participants begin a free-recall task, and when 
participants had difficulty remembering items on their 
own, they could self-request the presentation of a sin-
gle, not-yet-retrieved list item (see Fig. 1). The key 
innovation of our paradigm is that we integrated the 
model into a live experiment to predict in real time 
(accounting for initially recalled items on a trial) the 
effect of possible retrieval cues in continuing recall of 
the remaining items. This allowed us to present our 
model’s best or worst cues in addition to random cues 
(see Fig. 1). We predicted that using the model to select 
effective cues would help participants recall additional 
items in response to the cue.

In the remainder of this article, we first introduce 
our model of cued memory search and its predictions 
for the effect of retrieval cues. We then test our model’s 
ability to select cues in real time. We demonstrate that 
cues facilitate further recall and that our model can 
both capture the observed effect of cues and provide 
an account as to why some cues are better at aiding 
recall.

Statement of Relevance

People often use information from their environ-
ment when they need help remembering things. 
Here, we sought to develop an automated way of 
generating useful reminders when memory search 
gets stuck. To do this, we built a computational 
model of memory search that predicted the effec-
tiveness of specific cues, and we integrated it into 
our live experiment. Our model was able to suc-
cessfully select cues that were more (vs. less) 
helpful by predicting how memories would be 
organized into a “memory space” and then choos-
ing cues that activated parts of this space contain-
ing not-yet-retrieved memories. These results 
provide new insights into how to restart memory 
when recall fails, and they provide a theoretical 
foundation for future systems that enhance human 
performance by selecting effective retrieval cues.
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Method

A model of cued memory search

To build a model of cued memory search, in this sec-
tion, we reviewed the CMR model, which was devel-
oped to account for behavioral patterns in the free-recall 
task without the presence of external cues (CMR; Loh-
nas et al., 2015; Polyn et al., 2009; for related work, see 
Howard & Kahana, 2002a). Our implementation of CMR 
matches the version used by Polyn et al. (2009) with a 
simplified retrieval rule following Zhang et al. (2023). 
Next, we propose an extension to the CMR model that 
accounts for the effect of cue presentation on memory 
search after recall ends. Last but not least, we introduce 
our proposed model’s predictions about which cues are 
more beneficial than others as well as how the predic-
tions can be used to deliver external cues to improve 
individuals’ memory search performance in real time.

The CMR model. As participants study a list of items 
one after another in a free-recall task, CMR proposes that 
their context slowly drifts toward the memory represen-
tations of recently encountered experiences. The state of 
the context at time t is given by

 c c ct t
IN= +−ρ β1 , (1)

where cIN  is the retrieved context induced by an 
encountered experience, β∈ [ , ]0 1  is a parameter deter-
mining the rate at which context drifts toward the new 
experience, and ρ is a scalar ensuring || ||ct = 1. When 

an item is presented in the study list, it activates its 
preexperimental context cIN :

 c M fIN
pre
FC

t= , (2)

where Mpre
FC  represents item-to-context associations that 

existed prior to the experiment (initialized as an identity 
matrix, under the simplifying assumption that an item 
is associated only with its own context; see Polyn et al., 
2009), and ft is a binary vector that is all zeros except 
at the presented item’s position. Therefore, M fpre

FC
t is the 

context previously associated with the presented item. 
In addition to these fixed preexperimental item-to- 
context associations held in Mpre

FC , there are also experi-
mental item-to-context and context-to-item associations 
held in Mexp

FC  and Mexp
CF  that capture new learning in the 

experiment. These matrices are initialized to zero and 
are updated during the study phase. Specifically, when 
an item is presented, a new association is formed 
between the presented item and the current context 
state via the Hebbian outer-product learning rule:

 ∆ ∆M M f cexp
FC

exp
CF

t t
T= = −1. (3)

The model assumes that an item is always associated 
with the current context successfully (without encoding 
noise or encoding failure). The overall effect of having 
context drift toward the retrieved context of presented 
items in Equations 1 and 2, together with associative 
learning in Equation 3, is that each item is embedded 
at a location in the context space corresponding to the 
representations of other recently encountered items.

Study Phase Test Phase

Initial Recall Cue Presentation Post-Cue Recall

Kayak
Dog

Cloud
Berry

Cloud

Worst Random Best

Fig. 1. Our experimental design. Participants first study a list of words and then immediately begin the test phase. During initial recall, 
participants recall as many items as they can. When they cannot recall anymore, they can self-request a cue (selected by our model from 
the remaining list items) and continue recall in a post-cue recall phase. To select cues, we developed a model of cued memory search that 
predicts the effect of cues on memory performance: We hypothesized that memory performance given the model’s best cue will be better 
than a randomly selected cue, which in turn will be better than the model’s worst cue.
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During recall, context continues to drift following 
the same process during study according to Equation 1, 
but with cIN  expressed differently. During study, an item 
activates its preexperimental context only when it is 
presented; however, at recall, the retrieved context of 
a recalled item activates both its preexperimental con-
text ( )M fpre

FC
t  and its experimental context formed dur-

ing study ( )M fexp
FC

t . The extent of retrieving an item’s 
preexperimental versus experimental context is deter-
mined by a parameter, γ fc ∈ [ , ]0 1 :

 c M f M frec
IN

fc pre
FC

t fc exp
FC

t= −( ) +1 γ γ . (4)

When context drifts toward this retrieved context, 
which items are likely to be recalled? The support (or 
activation) f IN  at time t for recalling different items 
depends on both how much the current context ct  
matches with items’ experimental contexts (stored in 
Mexp

CF ) as well as items’ preexperimental contexts (stored 
in Mpre

CF ; see description below). The relative activation 
of these associations is determined by a parameter, 
γcf ∈ [ , ]0 1 , such that

 f M c M cIN
cf i exp

CF
t cf pre

CF
t= + −( )γ φ γ1 . (5)

Here, in addition to Mexp
CF  being scaled by γcf , it is also 

scaled by φi to simulate increased attention to beginning-
of-list items, allowing the model to capture the primacy 
effect. Specifically, φ φ φ

i s
ie d= +− −( )1 1, which creates a pri-

macy gradient by determining the magnitude of context-
to-item associations according to item i ’s serial position 
in the study list (Lohnas et al., 2015; Polyn et al., 2009). 
Mpre

CF , representing preexperimental context-to-item asso-
ciations, is initialized as an identity matrix such as Mpre

FC . 
Each element in Mpre

CF , with indices m and n, is addition-
ally incremented by a semantic association between 
items m and n, determined by taking the cosine similar-
ity of the two items’ GloVe model embeddings (derived 
on the basis of the words’ co-occurrence in large text 
corpora; Pennington et  al., 2014) and scaling it by a 
parameter scf , to capture semantic clustering effects 
observed at recall. Put together, items’ activations in f IN 
are determined not only by the experimental associa-
tions formed during study but also by attentional scaling 
(to capture the primacy gradient) and by the approxi-
mated semantic associations held by individuals prior 
to the experiment.

Finally, to be able to fully simulate recall patterns 
based on items’ support in f IN , the model also needs 
a retrieval rule and a stopping rule. We used the soft-

max function as the retrieval rule, p
e

e
i

kf

j

kf

i
IN

j
IN=

∑
, where 

fi
IN  is the support to retrieve item i and the parameter 

k determines the amount of noise during retrieval. 

When an item is retrieved, the context state drifts; cuing 
with this updated context state supports the retrieval 
of new items. This retrieval process continues until deter-
mined by the stopping rule: The probability of stopping 
at each time point is expressed as p estop

f fd nr
IN

r
IN

= − / , where 
fr
IN indicates the summed support for already-recalled 

items, fnr
IN indicates the summed support for not-yet-

recalled items, and εd is a scaling factor (Kragel et al., 
2015; Zhang et al., 2023).

Overall, because items studied nearby in the list are 
tied to similar context states during encoding, subse-
quent recalls are likely to be nearby items in the study 
list; they are additionally likely to be items that are 
semantically similar to the current context. Intuitively, 
consider the vacation example again: Adventures that 
occurred nearby in time are related in memory, and the 
act of recalling one event leads to the likelihood of 
recalling a similar event because of the shared timeline 
and/or semantics.

Our proposed model: extending CMR for cued 
memory search. Whereas CMR can account for behav-
ioral patterns in a standard free-recall task, our proposed 
model aimed to account for recall patterns in our para-
digm in Figure 1, where—after studying a list of items 
and recalling as much as possible—participants could 
self-request a cue and then continue their recalls in a 
post-cue recall phase. There were two major assumptions 
for our model:

1. When a cue is presented after initial recall ends, 
the current context state is no longer an effective 
retrieval cue, and therefore context is updated 
to fully match the induced context of the cue. 
That is,

 c ct cue= , (6)

which is equivalent to letting β = 1, where c cIN
cue=  in 

Equation 1.

2. The remaining processes that govern memory 
search (characterized by parameters in CMR) are 
identical between the initial recall phase and the 
post-cue recall phase.

In other words, the presentation of a cue only tem-
porarily alters the current context state (Assumption 1) 
but not any fundamental aspects of how memory search 
proceeds (Assumption 2). Specifically, our model first 
lets an initial recall session proceed in the same way 
as a standard free-recall task captured by a CMR model. 
It then simulates a cue by assuming that, when the 
end-of-recall context state is no longer useful, the cur-
rent context is set to the context induced by the pre-
sented cue. Following Equation 4 of the CMR model, 
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the cue activates both its preexperimental context 
( )M fpre

FC
cue  and its experimental context ( )M fexp

FC
cue  as 

determined by the same γ fc parameter:

 c M f M fcue fc pre
FC

cue fc exp
FC

cue= −( ) +1 γ γ . (7)

The cue can perfectly access its experimental con-
text, following the assumption in CMR that items are 
always successfully associated with their corresponding 
encoding contexts. After the current context is updated 
to the cue’s context, a post-cue recall phase proceeds 
with the same process, behavior, and parameters in a 
CMR model as the initial recall phase. That is, the model 
attempts to retrieve items from the remaining subset of 
list items on that trial, and context continues to drift 
toward any additionally retrieved items just like before 
the cue. As in the vacation example when no more 
experiences can be remembered, your ending context 
cue (largely composed of the most recently recalled 
event) is not an adequate reminder of the remaining 
events. When you listen to a friend chime in with a 
memory you have not mentioned, your internal context 
is set to the context induced by hearing your friend’s 
memory. Then after the cue, you attempt to remember 
more vacation memories just as before being prompted 
with a remaining experience.

Figure 2 visualizes our model extension compared 
with the CMR model in a simulated trial. It displays the 
locations where items are encoded in the context space 
(reduced to two dimensions using principal component 
analysis) and their recall trajectories. Figure 2a simu-
lates the initial recall phase of an individual who 
recalled six words as captured by a CMR model of free 
recall. Figure 2b shows that, by then presenting a 
remaining item in an unsearched area of the context 
space, our model continues memory search from the 
cue’s context and recalls an additional four words.

Model-based cue selection in real time. To be consis-
tent with the paradigms that provide cues at the end of 
recall (Allen, 1969, Experiment 1; Slamecka, 1968, Experi-
ment 5), we considered only items in the study list as 
potential cues; more specifically, because participants will 
have already recalled some list items, we considered only 
the remaining words as potential cues (as in Experiment 
5 by Slamecka, 1968). Unlike those studies that provided 
a random subset of cues, we used single cues to precisely 
evaluate the effect of individual cues in the model. Among 
these remaining words, which cue should we deliver to 
the participants when requested? We estimated the perfor-
mance associated with different cues within a trial by 
simulating our model’s post-cue recall session for each 
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Fig. 2. Models of uncued and cued memory search. (a) Uncued memory search during the initial recall session, simulated by a standard 
context maintenance and retrieval model. (b) Memory search in our model extension. It captures initial recall; by subsequently using a 
remaining item in an unsearched context area as a retrieval cue, our model can simulate post-cue recall that continues from the cue. PCA = 
principal component analysis.
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possible cue on that trial. The best retrieval cue is the item 
with the highest mean recall gain, and the worst retrieval 
cue is the item with the lowest mean recall gain according 
to our model simulations. Because recall is driven by 
items’ similarities to the current state of the internal con-
text, the benefit of a cue typically follows from its amount 
of contextual overlap with the remaining words. Figure 3 
visualizes a few trials using principal component analysis 
of the list items’ context representations, comparing the 
best and worst cues’ locations in the temporal and seman-
tic context spaces of the list. As depicted, the best cues are 
temporally and/or semantically closer to a cluster of 
remaining words, whereas the worst cues have less con-
text similarity to the remaining words.

For example, sometimes remaining words were stud-
ied nearby in time but were from different semantic cat-
egories. Figure 3a shows a trial in which the best cue had 
a similar temporal context to the remaining words, unlike 
the worst cue, which was encoded earlier in the study 
phase; in this example, there was no remaining semantic 
cluster for any cue to access (see Fig. 3b). In another 
case, the remaining words were semantically similar but 
were studied at various points in the list. The best cue 
was within the semantic cluster, but there was no tem-
poral cluster; the worst cue was contextually further from 
the remaining words in both spaces (see Figs. 3c and 3d). 
In the most beneficial case, a cue activated a temporally 
and semantically similar context to the remaining words 
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Fig. 3. Contextual similarity of best and worst cues to remaining words. Each column presents an example trial with the temporal (top) 
and semantic (bottom) representations of a list’s context space. Items are labeled with their serial positions in both spaces. In each case, the 
best cue can access a cluster of remaining words, whereas the worst cue tends to be temporally and semantically dissimilar to the remaining 
words in the context space. The left column is an example trial in which the best cue facilitates recall of temporally similar words (a) more 
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both a temporal (e) and semantic (f) benefit. PCA = principal component analysis.
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(see Figs. 3e and 3f). The best cue belonged to temporal 
and semantic clusters of the remaining items, whereas 
the worst cue was contextually distant in both cases. 
Consider the vacation example again: If a friend mentions 
an event from a day from which you had yet to recall 
experiences, the event’s temporal similarity can prompt 
retrieval of the day’s experiences. If the event was seman-
tically similar to remaining memories, such as a dinner 
one night, this helps your retrieval of other meals during 
the trip. Our model predicts that some items are more 
effective than other items as retrieval cues because their 
induced contexts are more similar to the contexts of the 
remaining items.

We integrated this proposed model into our experi-
ment to predict the effect of all possible retrieval cues 
on each trial and select cues on the basis of their simu-
lated performances. Figure 4 visualizes the process used 
to achieve this. Importantly, choosing an effective cue 
in real time (when data are being collected) requires 
us to know the parameters of CMR in advance. To 
achieve this, we made an additional Assumption 3: 
Parameters that govern memory search in CMR are the 
same in a pilot experiment and the actual experiment 
we analyzed. We first collected pilot data to fit the 
model parameters. Because we assumed that memory 
search after recall termination and cue presentation 
continues in a similar manner as uncued memory 
search, we estimated parameters with the pilot data 
set’s initial recall behavior. We obtained a parameter 
set by using Bayesian optimization to search CMR’s 
parameter space to minimize the normalized root mean 
square error between the pilot participants’ initial recall 
on cued trials and CMR’s simulated recall on those trials 
across four free-recall behavior patterns: (a) the serial 

position curve, (b) the probability of first recall, (c) the 
conditional response probability, and (d) the semantic 
similarity probability. Further details about the pilot 
data set, fitting process, and parameter values can be 
found in Appendix A. Given our fit model from pilot 
data (with model parameters preregistered), we inte-
grated it into our experiment to collect this study’s data. 
This real-time system allowed us to use our model to 
predict, on a trial-by-trial basis, which retrieval cues 
would benefit recall the most. Achieving this will also 
demonstrate the ability of the model to generalize over 
(a) a different group of subjects and (b) a different 
period of recall.

Open practices statement

The CMR model parameters, experiment, and analyses 
were preregistered (https://aspredicted.org/16R_Q8Q), 
and all data (https://osf.io/wh5pg/?view_only=c1862a
7008d84fdf9fd221cbe5ad1919) and codes are publicly 
accessible (https://github.com/charliecornell/self 
paced_cues).

Experimental method

Participants. We recruited 200 participants (ages 18–25 
years) with Prolific, and they were compensated for taking 
part in this study. The sample was of convenience, and its 
size had more than 95% power on the basis of power 
analysis conducted on pilot data. All participants were 
fluent English speakers from the United States with at 
least a 95% approval rating on Prolific, and they gave 
informed consent. Following our preregistered exclusion 
criteria, we removed five participants from all analyses for 

Learn CueFree
Recall

Post-Cue
Recall Learn CueFree

Recall
Post-Cue

Recall

Study Phase Test Phase Study Phase Test Phase

EXPERIMENTAL PARTICIPANTSPILOT PARTICIPANTS

PREDICTIONCurrent
List RecallsΘ

Fig. 4. An illustration of the model fitting and prediction process. We first fitted context maintenance and retrieval to pilot data to obtain a 
parameter set Θ that could capture pilot participants’ free-recall patterns. We preregistered these parameters and then used them in our live 
experiment in combination with the experimental participants’ recalls to predict post-cue recall behavior, that is, demonstrating the ability of 
the model to generalize over (1) a different group of subjects and (2) a different period of recall.

https://aspredicted.org/16R_Q8Q
https://osf.io/wh5pg/?view_only=c1862a7008d84fdf9fd221cbe5ad1919
https://osf.io/wh5pg/?view_only=c1862a7008d84fdf9fd221cbe5ad1919
https://github.com/charliecornell/selfpaced_cues
https://github.com/charliecornell/selfpaced_cues
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not attending to at least nine of 12 study phases (i.e., not 
passing the size-judgment task during encoding described 
below with at least 50% accuracy). As also preregistered, 
we further excluded 816 of the 2,340 total trials from all 
analyses because (a) a cue was not presented, either 
because 15 or 16 words were initially recalled or a cue was 
not requested, or (b) a cue was requested less than 10 s 
into initial recall, where participants might have given up 
too quickly during the initial recall phase when a cue was 
available. This left 172 participants with at least one cued 
trial for the following analyses. This study was approved 
by the institutional review board of Rutgers, The State Uni-
versity of New Jersey (study ID: Pro2021001945).

Materials. The stimulus set consisted of 326 words and 
31 semantic categories, which is a subset of the word 
pool in the study by Polyn et al. (2011) after removing 
categories for which different subjects could have vastly 
different experiences (e.g., college names). Each list had 
16 words from four distinct categories with four words 
per category. Each participant’s set of lists was randomly 
generated, and the list and word order were randomly 
shuffled. The experiment was implemented in psiTurk 
(Gureckis et al., 2016) and jsPsych (de Leeuw, 2015).

Design. Each participant completed 14 memory trials 
(the first two trials being practice rounds and not included 
in the analysis). For each trial, participants studied 16 
words that were sequentially presented on their com-
puter screen for 2 s with a 1-s delay between each word. 
As each word appeared, participants made a size judg-
ment about the word (bigger or smaller than a shoebox) 
by pressing either “Q” or “P” on a keyboard to maintain 
their attention on the encoding task. Directly following 
the study phase, participants were given 90 s to recall as 
many words from the list as they could in any order by 
typing the words into a textbox on their screen.

During recall, participants determined when they 
could be shown one remaining word from the list by 
clicking a “Remind Me” button on their screen (note 
that they were not obliged to click the button). Partici-
pants were told to use this word as a reminder of the 
remaining list items. For the two practice rounds and 
four experimental trials, the cue was selected randomly. 
For each of the other eight experimental trials, the best 
cue or the worst cue was selected on the basis of model 
simulations of the post-cue recall performance, which 
accounted for the items already recalled during the 
initial recall session of the trial. Because our model 
predicts variability between runs, the post-cue recall 
session was simulated in real time for 35 repetitions to 
obtain the mean performance for each possible retrieval 
cue. Four trials used our model’s best cue, and the other 
four displayed our model’s worst cue. The order of the 

12 worst, random, and best trials was randomly deter-
mined for each participant. There was a 3-s buffer 
between the button click of “Remind Me” and cue pre-
sentation to allow our model time to simulate post-cue 
recall for the trial. The selected cue then appeared for 
2 s followed by a 1-s delay. Participants were able to 
use any remaining time in the 90-s time frame to con-
tinue recall (the cue time not included). However, if 
participants requested a cue after 70 s into the initial 
recall period, they were given 20 s for recall. The exper-
iment took approximately 40 min in total.

Results

Initial recall behavior

For the 1,524 cued trials, participants persisted in their 
initial recall for an average of 44.0 s (SD = 17.2) and 
recalled a mean of 8.47 words before requesting a cue 
(SD = 2.92). During this recall phase, participants dis-
played typical free-recall behaviors (see Fig. 5). These 
recall patterns include serial position effects (primacy—
enhanced recall of items from the start of the list—and 
recency—enhanced recall of items from the end of the 
list; Murdock, 1962) as well as contiguity effects (seman-
tic clustering—items from the same semantic category 
recalled successively—and temporal clustering—items 
studied in nearby serial positions recalled successively; 
Howard & Kahana, 2002b; Kahana, 1996). The temporal 
contiguity effect is bidirectional; list items studied 
recently before or after the just-recalled item are more 
likely retrieved, with a greater likelihood for items stud-
ied after (i.e., forward asymmetry; Kahana, 1996). CMR 
formally explains these recall regularities as a conse-
quence of the drifting internal context representation 
becoming associated with each studied item, which is 
then used to guide memory search.

Regarding serial position effects, Figures 5a and 5b 
display the serial position curve and probability of first 
recall: Individuals are more likely to retrieve, and start 
recall with, items presented at the beginning of the list 
(primacy) and the end of the list (recency). Regarding 
contiguity effects, Figures 5c and 5d present the con-
ditional response probability plot (computed by divid-
ing the number of times that a transition to each lag is 
actually made by the number of times that it could have 
been made for each serial position; Kahana, 1996) and 
the semantic similarity plot (computed by finding the 
average cosine similarity between every pair of recalled 
items at different lags for their output positions). The 
decaying probability by lag on these plots supports that 
individuals were more likely to successively retrieve 
items from nearby serial positions and items that shared 
semantic features. These figures illustrate two things: 
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One, participants showed typical free-recall behaviors 
during their initial recall, and two, these free-recall 
behaviors align well with predictions from a CMR model 
obtained prior to the collection of the data (with its 
predetermined parameter set fitted to our pilot sample’s 
initial recall behavior). The model slightly overpredicts 
the semantic similarity effect in Figure 5d; this might 
be attributable to our use of GloVe embeddings to 
capture semantic similarity—these embeddings are 
known to be imperfect approximations of semantic 
structure in individual participants (see Polyn et  al., 
2009). We observed stronger temporal contiguity (see 
Fig. 5c) compared with prior work on categorized free 
recall (Polyn et  al., 2011). This might have occurred 
either because the structure of our lists differed from 
those used by Polyn et al. (2011)—semantic categories 
could repeat across lists, and our lists had four semantic 

categories with four words each, as opposed to three 
semantic categories with eight words each, which could 
have decreased category salience—or because the size-
judgment task during encoding reduced opportunities 
to rehearse list items (see Ward & Tan, 2023).

Post-cue recall behavior

Our model captured initial recall patterns. Next, we 
considered how well it captured post-cue recall patterns. 
Figures 6a and 6b present temporal and semantic clus-
tering patterns in the data and our model as conditional 
response and semantic similarity plots. Participants dis-
played typical contiguity effects during post-cue recall 
in which temporal and semantic similarity supported 
adjacent recalls. Whereas the data curve at Lag +4 
increased from Lag +3 on the semantic similarity plot, 

0.0

0.2

0.4

0.6

0.8

1.0

0.0

0.1

0.2

0.3

0.10

0.15

0.05

0.00

0.20

0.25

0.0

0.2

0.4

0.6

Serial Position

Pr
ob

ab
ili

ty
 o

f R
ec

al
l

Pr
ob

ab
ili

ty
 o

f F
irs

t R
ec

al
l

Co
nd

iti
on

al
 R

es
po

ns
e 

Pr
ob

ab
ili

ty

Se
m

an
tic

 S
im

ila
rit

y

Serial Position

Lag Lag

0 5 10 15 0 5 10 15

1 2 3 41−1−2−3−4 0 2 3 4

a b

c d
Data

CMR

Fig. 5. Initial recall behavior in the data and context maintenance and retrieval (CMR). The par-
ticipants displayed typical free-recall patterns during the initial recall session, and a CMR model 
that was previously fitted to a different set of participants was able to capture these behaviors. The 
parameter set was βenc = 0 850. , βrec = 0 828. , γ fc = 0 341. , γcf = 0 316. , scf = 1 406. , φs = 4 371. , φd = 2 226. ,  
k = 6 140. , and εd = 1 846. . These behavioral patterns are: (a) the serial position curve, (b) the first 
recall probability, (c) the conditional response lag probability, and (d) the semantic lag similarity.
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only 8% of trials had a recall gain of four or more 
words. Our model’s behavioral fit to initial free-recall 
patterns was able to predict similar post-cue recall 
behavior. Thus, post-cue recall behavior provides sup-
port for the following claims: (a) Participants had simi-
lar recall behavior both before and after a cue, both of 
which were captured by CMR’s retrieval process, and 
(b) post-cue recalls can be simulated by assuming that—
when the current context state is no longer useful for 
retrieval—the current context is set to the cue’s context, 
which functions as a retrieval cue from which post-cue 
recall can continue, with a similar retrieval process as 
in initial recall.

Next, we tested the effect of retrieval cues on post-
cue recall performance. We found that cues significantly 
facilitated further recall: Participants’ total recall on a 
trial (M = 9.27, 95% confidence interval, or CI = [9.12, 

9.41]) was significantly greater than their initial recall 
before a cue (M = 8.47, 95% CI = [8.33, 8.62]), t(1523) = 
−27.50, p < .001, Cohen’s d = −0.27, 95% CI = [–0.35, 
–0.20]. We observed an average of 0.80 (SD = 1.13) 
additional words recalled. This recall improvement sup-
ports our model’s predicted benefit from cues, with the 
corresponding trial simulations averaging 1.58 addi-
tional words recalled (SD = 1.23). The model’s overpre-
diction of mean recall gain may be a consequence of 
its overprediction of semantic similarity effects (see Fig. 
5d). Figure 6c shows the recall gain distributions in the 
data and our model.

Effectiveness of model-based cue selection

In addition to observing a facilitative effect from cues 
as predicted by our model, some retrieval cues are 
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predicted to be more effective than others. We tested 
the partial correlation between the log-transformed 
empirical and simulated recall gains, controlling for the 
number of words remaining on each trial because it 
correlates with further recall in the model and data. The 
association was significant and positive, ρ(1508) = .130, 
p < .001: Participants recalled more on trials in which 
our model predicted a larger benefit.

We further tested our model’s ability to select cues 
by designing our study to have three conditions within 
the participants’ set of trials: worst, random, and best 
cues. Cues delivered in these conditions were not pre-
determined prior to the experiment but were selected 
in real time on each trial after the initial recall period 
ended, by determining the performance associated with 
each remaining word from the list with model simula-
tions. The cue with the highest mean recall gain in the 
simulations was selected as the best cue; the cue with 
the lowest mean recall gain was selected as the worst 
cue. The following analyses consider only participants, 
and their corresponding trial simulations, who were 
presented a cue on at least one best, one random, and 
one worst trial (n = 141). We log-transformed both 
participants’ and the model’s recall amounts for the 
following analyses. Participants demonstrated a signifi-
cant effect of cues within their trial sets (see Fig. 7a): 
Worst cues (M = 0.73, 95% CI = [0.62, 0.84]) led to sig-
nificantly less mean recall gain than best cues (M = 0.86, 

95% CI = [0.75, 0.97]), t(140) = −3.38, p = .001, Cohen’s 
d = −0.34, 95% CI = [–0.57, –0.10], and random cues’ 
mean recall gain (M = 0.74, SD = 0.75) was between 
worst and best cues. The probability of these observa-
tions occurring by chance was significantly low (p < 
.001; this was determined by a permutation test in 
which we randomly shuffled the labels for best, ran-
dom, and worst conditions 1,000 times). The differential 
effect between best and worst cues and increasing per-
formance by cue condition demonstrate our model’s 
ability to effectively predict the influence of retrieval 
cues on memory search.

Beyond our preregistered analyses, we explored 
whether a retrieval cue’s contextual overlap with the 
contexts of the remaining words contributes to our 
model’s selection of effective retrieval cues. We com-
puted context similarity, operationalized as the average 
cosine similarity between the cue’s context at encoding 
and every remaining word’s context at encoding in 
CMR. The mean context similarity between the cue and 
remaining words on best-cue trials within a participant’s 
set of 12 trials (M = 0.16, 95% CI = [0.15, 0.16]) was 
significantly greater than on worst-cue trials (M = 0.10, 
95% CI = [0.09, 0.11]), t(140) = −11.55, p < .001, Cohen’s 
d = −1.12, 95% CI = [–1.37, –0.87], and the mean context 
similarity on random-cue trials (M = 0.14, SD = 0.04) was 
in between the worst and best trials (see Fig. 7b). The 
probability of observing these effects (a monotonically 
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increasing relationship by cue condition, from worst to 
random to best, and a mean difference between best and 
worst cues’ context similarities as large as the observed 
difference) by chance was significantly low (p = .003; 
the permutation test followed the same criteria as the 
prior tests). That is, the more our model predicted a 
retrieval cue to benefit recall compared with other pos-
sible cues, the greater context similarity the cue was 
estimated to have to the remaining words. Put another 
way, effective cues were those that tapped into an 
unsearched area of the context space, closest to the 
remaining items.

Because we used categorized lists, the ability of cues 
to tap into an unsearched area of memory can also be 
seen in measures of category recall. On 40% of trials, at 
least one of four categories was not reached before a 
cue. Within participants’ trial sets, significantly more cat-
egories were recalled after a cue (M = 3.64, 95% CI = [3.57, 
3.71]) than before a cue (M = 3.49, 95% CI = [3.42, 3.56]), 
t(171) = −11.43, p < .001, Cohen’s d = −0.32, 95% CI = 
[–0.53, –0.10]; an additional 0.15 categories were reached 
on average (SD = 0.17). Moreover, Figure 7c shows that 
best cues led to a larger increment in the number of 
categories recalled (M = 0.21, 95% CI = [0.17, 0.25]) com-
pared with worst cues (M = 0.12, 95% CI = [0.09, 0.16]), 
t(140) = −3.61, p < .001, Cohen’s d = −0.40, 95% CI = 
[–0.63, –0.16], with random cues in between (M = 0.16, 
SD = 0.24). The probability of observing these effects by 
chance was significantly low (p < .001; the permutation 
test followed the same criteria as prior tests).

To gain further insight into the model’s cue selection, 
we examined how the best and worst cues related to 
simple semantic and temporal heuristics that could be 
used for cue selection (e.g., selecting cues from as-yet-
unrecalled categories or temporal clusters of as-yet-
unrecalled items). We found that the model’s cue 
choices were aligned with most of these heuristics (e.g., 
best cues were more likely than worst cues to come 
from an as-yet-unrecalled category; see Appendix B for 
details). So what is the value of our model of cued 
memory search, when its cue choices are largely aligned 
with simple semantic and temporal heuristics? Impor-
tantly, although individual heuristics were aligned (to 
varying degrees) with the model’s behavior, several 
challenges could arise if one were to actually try to use 
these heuristics for cue selection: If two cues were 
equally suitable according to the available heuristics, 
or none of the available cues were suitable, or if dif-
ferent heuristics (e.g., semantic vs. temporal) favored 
different cues, how could one select a cue? The advan-
tage of our model is that it provides a principled and 
quantitatively precise way of selecting cues in any (free-
recall) circumstance that could emerge, sparing us the 

need to derive ad hoc—and likely suboptimal—ways 
of agglomerating heuristics.

General Discussion

Contrary to intuition, previous free-recall studies found 
that providing participants with a random subset of list 
items does not benefit memory performance (Allen, 
1969; Basden et  al., 1977; Rundus, 1973; Slamecka, 
1968; Sloman et al., 1991). We hypothesized that the 
content of cues would modulate this effect; specifically, 
the effectiveness of cues should depend on how well 
the cues match the contextual features of remaining 
memories. To test this, we built a computational model 
of cued memory search, and we used model simulations 
to select which cues to present at the end of recall. We 
found that participants recalled significantly more items 
on trials in which they received our model’s best (vs. 
worst) retrieval cue. The results indicate that presenting 
participants with a remaining word from the studied 
list as a retrieval cue reactivates its encoding context, 
facilitating the recall of similar words. We now turn to 
the broader implications of these results.

Other accounts of external cues

A related paradigm in the external cuing literature is 
part-set cuing. In this paradigm, some participants 
receive a random subset of list items as retrieval cues 
at the start of a recall task, whereas others receive no 
cues. These studies have found a negative cuing effect 
in which cued participants recalled fewer of the remain-
ing items than noncued participants (Basden et  al., 
1977; Rundus, 1973; Slamecka, 1968; Sloman et  al., 
1991; for reviews, see Nickerson, 1984; Pepe et  al., 
2023). How are theoretical accounts of the effect of 
external cues in this paradigm related to our proposed 
account of cued memory search?

Current accounts of part-set cuing propose that cues 
can disrupt, inhibit, or compete with retrieval attempts. 
Some explanations propose that the covert retrieval of 
cue items either strengthens the cues’ memory traces and 
blocks retrieval of noncue items (retrieval competition; 
Rundus, 1973) or weakens the memory traces of noncue 
items (retrieval inhibition; Bäuml & Aslan, 2004). Another 
hypothesis is that cues force a recall order inconsistent 
with an individual’s retrieval plan (strategy disruption; 
Basden & Basden, 1995; Basden et al., 1977). Recent work 
also theorized that after a prolonged retention interval, 
a forget cue, or an imagination task, the study context is 
no longer active; in this case, part-set cues reactivate the 
study context, which (in turn) benefits recall instead of 
harming it (context reactivation hypothesis; Bäuml & 
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Samenieh, 2012; Bäuml & Schlichting, 2014; Goernert & 
Larson, 1994). Some research also proposed a combina-
tion of these accounts, whereby the presence of the 
mechanisms depends on how strongly items are encoded 
and the time between study and test (Bäuml & Aslan, 
2006; reviewed by Lehmer & Bäuml, 2018).

Our formal account of cued memory search proposes 
that the context retrieved by the external cue becomes 
the current context, after which retrieval proceeds as 
usual. This is consistent with the context reactivation 
hypothesis, as we showed that reactivating the cue’s 
encoding context prompts additional recalls in an 
unsearched area of memory. Whereas the context reac-
tivation account has been concerned with study context 
being activated or not during recall (Bäuml & Samenieh, 
2012; Bäuml & Schlichting, 2014; Goernert & Larson, 
1994; Lehmer & Bäuml, 2018), we provide a more 
detailed picture by proposing which part of the study 
context is activated and the effect of that activation. 
The strategy disruption theory assumes that one’s 
retrieval plan becomes disrupted by cues; in our para-
digm, initial recall ended before cuing, so there was no 
remaining retrieval plan that a cue could disrupt. Simi-
larly, a recent study showed that allowing participants 
to self-request random part-set cues did not reduce 
their total recall, compared with uncued participants 
(Wallner & Bäuml, 2021). Regarding the competition 
and inhibition theories of part-set cuing, we do not 
assume that items’ representations are strengthened or 
weakened when a cue is presented. Still, our results do 
not discount the potential of these mechanisms in cued 
memory tasks; rather, we highlight the integral role of 
temporal and semantic context for external cues in 
memory search. It remains a future direction to explore 
under what cuing circumstances disruption, competi-
tion, and inhibition accounts may play a role in cued 
memory search.

Modeling cued memory search

Given our model’s ability to capture cuing effects in 
our paradigm, our computational work offers unique 
contributions to modeling cued memory search. First, 
our model can account for detailed patterns of post-cue 
recall behavior, in addition to the overall number of 
recalled items. Participants demonstrated temporal con-
tiguity and semantic clustering after an external cue 
that our model captured. Further, memory facilitation 
was larger for cues with greater context similarity to 
the remaining words (as estimated using CMR’s formal 
construction of the context space). This context-based 
recall behavior supports our model’s proposition that 
post-cue recall proceeds in the same fashion as pre-cue 

recall, after the context state updates on the basis of 
the external cue.

Second, whereas traditional paradigms used randomly 
selected items as cues, either from the entire list (Allen, 
1969, Experiment 1) or from the subset of not-yet-recalled 
list items (Slamecka, 1968, Experiment 5), we formally 
accounted for the already-searched space of memory 
when choosing cues, and we estimated the effect of pre-
senting not-yet-recalled items on one’s future recall trajec-
tory based on these model estimates. This effort allowed 
us to understand why some cues benefit memory per-
formance more than others. We hypothesized that the 
most useful retrieval cues activate an area in memory that 
is contextually similar to the remaining items. This was 
supported by our finding that participants performed 
better given cues that our model selected to be the best 
(vs. worst) retrieval cues. These findings show that our 
model can be of practical use for exploring memory 
search paradigms that use external cues.

In addition to these novel analyses, we provided a 
strong test of our proposed model by demonstrating its 
ability to make predictions that generalize across peri-
ods of recall data (pre-cue vs. post-cue) and across 
groups of participants. Models with a large number of 
parameters have faced criticism in the past (Meyer & 
Kornblum, 1993) because “designing independent tests 
of the model may be difficult, since its ten parameters 
and numerous countervailing processes make unam-
biguous predictions hard to come by” (Roediger & 
Neely, 1982). In other words, there is always danger in 
fitting a complicated model (with a large set of param-
eters) to capture a simple set of behavioral patterns 
because one can always introduce new processes or 
alter parameter values during post hoc theorizing. To 
eliminate these concerns, our model accounts for post-
cue recall behavior without ever being fitted to these 
data by assuming that the primary memory search pro-
cess operates the same under uncued and cued condi-
tions. Our model also generalized to a different group 
of participants; we committed to a predetermined set 
of model parameters (preregistered before the current 
study) previously fitted to a different set of participants. 
The alignment between the effectiveness of cues pre-
dicted by the model and the recall gain measured over 
the participants provides a strong test of the robustness 
of our proposed model of cued memory search.

In the present study, we fitted our model to aggre-
gate pilot data to select useful cues in real time. Future 
work could collect more free-recall data from individual 
participants; this would make it possible to fit the 
model to individuals’ specific recall patterns, which (in 
turn) could improve cue selection for these individuals. 
This research could help with the design of memory 
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interventions for individuals in educational settings or 
those with memory impairments. In addition to confer-
ring “in-the-moment” benefits (i.e., recalling more 
items), systems that generate effective retrieval cues 
could confer long-lasting benefits on memory: It is well 
known that successfully recalling a memory is one of 
the best ways to ensure its future accessibility (the test-
ing effect; e.g., Rowland, 2014). It stands to reason, 
then, that unsticking recall might boost subsequent 
retention of the additional items that are recalled; this 
topic could be investigated in future work.

Conclusion

In contrast to previous studies that randomly selected 
cues and failed to facilitate recall, we showed that the 
contextual content of cues modulates their effect on 
recall. We extended the CMR model of free recall to 
capture an external cue’s effect on memory search. 
These modeling efforts open promising directions for 
empirically and computationally exploring other exter-
nal cuing phenomena, which can provide further insight 
into what mechanisms may critically underlie cuing 
effects in memory tasks. Given how commonly external 
cues are used in everyday memory search, our work 
offers a theoretical foundation for building future sys-
tems that can assist one’s memory.

Appendix A

Parameter Estimation in Context 
Maintenance and Retrieval

We recruited 53 pilot participants (ages 18–25 years) 
with Prolific. The materials and experimental design 
were the same with a few exceptions: One, participants 
completed 10 (not 12) experimental trials. Two, partici-
pants were shown only random cues with no 3-s delay 
(because no buffer window was needed to run our 
model’s post-cue recall session). Five subjects and 155 
of the 480 trials were excluded from the fitting proce-
dure following the same exclusion criteria. We fitted 
context maintenance and retrieval (CMR) to the initial 
recall behavior on cued trials across four sets of behav-
ioral patterns: (a) serial position curve, (b) first recall 
probability, (c) conditional response probability at Lags 
−4/+4, and (d) semantic similarity probability at Lags 
−4/+4. To model these behaviors, we obtained a set of 
parameters that minimized the difference between the 
empirical values and the simulated values as a function 
of the parameters, expressed as the normalized root 
mean square error across the four behavioral sets. We 
used 200 iterations of Bayesian optimization, after 400 
random initializations, to obtain the parameter set. The 
fit parameter set was βenc = 0 850. , βrec = 0 828. , γ fc = 0 341. , 
γcf = 0 316. , scf = 1 406. , φs = 4 371. , φd = 2 226. , k = 6 140. , 

Table A1. Cue Selection Heuristics

Name Effective cue definition

Semantic 0 In an unaccessed category
Semantic 1 In a category with most remaining items
Temporal N In a group of at least N consecutively studied remaining items
Primacy/Recency N In a group of at least N consecutively studied remaining items and within first or 

last three serial positions

Table A2. Our Model’s Best and Worst Cues and Simple Heuristics

Best cues Worst cues Performance

Heuristic M SD M SD t df p Cohen’s d [95% CI]

Semantic 0 .73 .32 .25 .37 9.00 86 < .001*** 1.38 [1.05, 1.71]
Semantic 1 .76 .24 .42 .30 11.95 148 < .001*** 1.25 [1.00, 1.50]
Temporal 2 .89 .20 .59 .33 10.04 144 < .001*** 1.11 [0.86, 1.35]
Temporal 3 .82 .28 .49 .35  8.05 123 < .001*** 1.04 [0.78, 1.31]
Temporal 4 .79 .33 .40 .37  7.54  99 < .001*** 1.10 [0.80, 1.40]
Primacy/Recency 2 .40 .38 .30 .34  1.96 114 .052 0.27 [0.01, 0.53]
Primacy/Recency 3 .50 .39 .31 .37  2.90  68 .005** 0.49 [0.15, 0.83]

Note: CI = confidence interval.
**p < .01. ***p < .001.



Psychological Science 35(1) 69

0.0

0.2

0.4

0.6

0.8

1.0

0.0

0.1

0.2

0.3

0.10

0.15

0.05

0.00

0.20

0.25

0.0

0.2

0.4

0.6

Serial Position

Pr
ob

ab
ili

ty
 o

f R
ec

al
l

Pr
ob

ab
ili

ty
 o

f F
irs

t R
ec

al
l

Co
nd

iti
on

al
 R

es
po

ns
e 

Pr
ob

ab
ili

ty

Se
m

an
tic

 S
im

ila
rit

y

Serial Position

Lag Lag

0 5 10 15 0 5 10 15

1 2 3 41−1−2−3−4 0 2 3 4

a b

c d
Data

CMR

Fig. A1. Behavioral fit of context maintenance and retrieval (CMR) to the pilot data’s initial recall 
across four free-recall patterns. We used this behavior to model post-cue recall during the study’s 
live experiment and analyses.

and d = 1 846. . Figure A1 displays CMR’s behavior com-
pared with the pilot data.

Appendix B

Cue Selection Heuristics
To better understand how our model chose cues, we 
compared our model’s selection of best and worst cues 
with heuristics that assessed whether cue belonged to 
an as-yet-unrecalled category or to a temporal cluster of 
as-yet-unrecalled items (see Table A1). Specifically, for 
each candidate heuristic, we computed the proportions 
of best and worst model-selected cues that satisfied that 
heuristic. We then tested the mean difference within 
participants’ trial sets between the proportion of best 
cues that satisfied the heuristic and the proportion of 
worst cues that satisfied the heuristic (see Table A2). 

Participants were included only if they had at least one 
best cue and at least one worst cue presented.

Our model’s selection of best and worst cues gener-
ally aligned with the semantic and temporal heuristics 
that we tested: Best cues were more likely than worst 
cues to be within an unaccessed category (Semantic 0); 
the category with the most remaining words (Semantic 
1); a group of two, three, or four consecutively studied 
remaining items (Temporal N); or a group of three con-
secutively studied remaining items within the first or 
last three serial positions (Primacy/Recency 3). The dif-
ference was marginally nonsignificant (p = .052) for the 
Primacy/Recency 2 heuristic, which assessed whether a 
cue was nearby at least one remaining item in the first 
or last three serial positions. These results provide con-
verging support that our model can uncover both 
semantic and temporal ways of selecting cues via its 
ability to organize memories into a single context space.
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